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TALK OUTLINE

- brief intro
- cellular-based modeling features
- existing inhibitory models (briefly)
- some of our modeling (briefly)
- opinion/suggestions



Two Research Prongs in my Lab

Detailed multi-compartment models
of inhibitory cells

Population activities in inhibitory 
(and excitatory) networks



“The hippocampus is a part of the forebrain, located in the medial temporal lobe. It is critical for the formation 
of those kinds of memories, which can be consciously declared. Due to its self-generated network patterns, 
newly acquired memories are gradually transferred to neocortical stores through the process of memory 
consolidation.”

“Nearly all hippocampal functions are performed in collaboration with several of its partners, of which the most 
prominent is the entorhinal cortex, and strongly influenced by subcortical neuromodulators.”

Function of hippocampal subregions

Region CA1

“In contrast to region CA3, region CA1 has little excitatory recurrent connectivity, and receives 
primarily feedforward input from region CA3 and medial entorhinal cortex layer III. Some models 
have proposed that region CA1 functions as a comparator of the input from entorhinal cortex layer 
III with the output from region CA3.....”

from Scholarpedia, “Models of Hippocampus” - Hasselmo (2011)

from Scholarpedia, “Hippocampus” - Buzsaki (2011)

http://www.scholarpedia.org/article/Memory#Declarative_memory
http://www.scholarpedia.org/article/Memory#Declarative_memory
http://www.scholarpedia.org/article/Memory
http://www.scholarpedia.org/article/Memory
http://www.scholarpedia.org/article/Entorhinal_cortex
http://www.scholarpedia.org/article/Entorhinal_cortex


Two Research Prongs in my Lab

Detailed multi-compartment models
of inhibitory cells

Population activities in inhibitory 
(and excitatory) networks

Experimental Collaborators (present): 
J.J. Lawrence, L. Topolnik

Experimental Collaborators (present): 
S. Williams



Population Activities in rodent hippocampus

spontaneous GABAergic 
rhythms  in vitro

mouse in vivo

Theta - gamma Sharp waves (SPW) - ripples

Buzsáki et al. 2003

Electrode placement
movement, exploration slow-wave sleep

Wu et al. 2002, 2005
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 frequencies for  pyramidal cells at  different 
 septotemporal  locations14? Moreover, what 
are the  components of the CA1 circuit 
 responsible for theta  generation? Which types 
of  interneurons are involved and what are their 
relative  contributions? Do these  interneurons 
correspond to the classes of theta-related 
interneurons that have been defined in vivo11? 
And finally, can the  whole-hippocampus 
 preparation switch from theta activity to 
other hippocampal network states or are 
 external inputs needed for such transitions? 
The  introduction of spontaneously occurring, 
 stable theta rhythms in an in vitro  preparation 
by Goutagny et al.4 paves the way for such 
 analyses in the years to come.
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decreasing  frequencies along the  septotemporal 
axis suggests a possible mechanism for the 
 systematic changes in theta phase reported 
along the septotemporal axis in behaving 
 animals12 and potentially sheds light on the 
timing of theta-related  information  processing 
in the hippocampus.

The presence of theta activity in the  isolated 
hippocampal preparation does not, however, 
exclude a role for inputs from the medial 
 septum. Although these inputs may not be 
 necessary for the rhythm itself, they may, 
for example, be involved in  synchronizing 
 oscillators at  different septotemporal levels. It 
is also important to be aware that there may be 
more than one mechanism for theta  generation 
and that other mechanisms may require septal 
input. Theta oscillations in behaving animals 
appear in two forms13. One occurs during 
active movement and is resistant to muscarinic 
 acetylcholine  receptor antagonists. The other is 
 associated with immobility and is abolished by 
 muscarinic antagonists. Goutagny et al.4 found 
that the theta rhythms were unaffected by a 
 muscarinic antagonist, suggesting that they were 
 analogous to movement-related theta. Thus, the 
septal pacemaker hypothesis may still prevail for 
theta that requires  muscarinic receptors.

Many other interesting questions are raised 
by the findings of Goutagny et al.4. For  example, 
if CA1 contains multiple theta  oscillators 
along its longitudinal axis, are these discrete 
or do they form a continuous  overlapping 
network? If they are discrete, how many are 
there and how are their  borders defined? Are 
differences in  oscillator  frequencies related 
to the  differences in  intracellular  oscillation 

 animals9, CA1  principal cells and interneurons 
 preferentially fired near the trough of theta 
oscillations in the CA1  pyramidal cell layer. 
The theta  activity was  abolished by antagonists 
of GABA or AMPA/kainate  receptors. Theta 
rhythms were  coherent across large parts of 
the  longitudinal axis of CA1, but coherence 
between CA1 and CA3 oscillations was low. 
Removal of inputs from CA3 did not block 
the oscillations in CA1,  suggesting that the 
two subfields have  independent generators 
for theta activity. These results clearly  suggest 
that theta  activity is an inherent property of 
the  hippocampal network  emerging from 
local connectivity. External inputs, such as 
those from the medial septum, are not strictly 
required for  generating or maintaining theta 
activity in the  hippocampus.

The induction of theta rhythm in a  complete 
hippocampal preparation  provides  important 
clues about the  intrahippocampal circuit 
mechanisms that may sustain  theta-patterned 
activity. In contrast with standard transverse 
slices, the complete preparation preserves the 
majority of intrahippocampal  connections 
in the longitudinal plane, suggesting that 
these are more involved in theta generation 
than had been previously thought. The fact 
that theta activity was maintained in CA1 
after it was  disconnected from CA3  suggests 
that the  intrinsic interneurons in CA1 
are critical for generating the  oscillations. 
Several classes of CA1 interneurons are 
strongly  modulated by hippocampal theta 
 activity in intact  animals10,11 and many of 
these  interneurons extend their axons for 
 hundreds of  micrometers or even millimeters 
 longitudinally. These  longitudinal  connections 
could be  important for enabling theta 
rhythms in the intact  hippocampi to become 
 coherent along widespread regions along 
the  septotemporal axis of CA1. The  possible 
involvement of such interneurons would also 
explain why theta activity is  difficult to induce 
in standard  hippocampal slices.

Is there more than one hippocampal 
 oscillator involved in theta generation? The 
study by Goutagny et al.4 suggests that there 
are  multiple generators and that these are 
 distributed along the septotemporal axis of 
the  hippocampus. When theta activity was 
recorded at two  locations in CA1, one dorsal 
and one  ventral, and the regions between were 
silenced by  procaine, both regions continued to 
oscillate, but the ventral oscillator was slower 
than the dorsal oscillator by about 1 Hz. When 
the  connections between the areas were intact, 
however, the faster  oscillator appeared to be 
entraining the slower one, suggesting that the 
oscillators are normally coupled. The existence 
of multiple weakly  coupled  oscillators with 

Behaving rat 

0.5 mV 
1 s

1 s

0.1 mV 

Whole hippocampus in vitro

Figure 1 The upper trace shows theta recorded from the CA1 apical dendrites of a freely moving 
rat (L.L.C. and E.I.M., unpublished data), whereas the lower trace shows theta waves in the whole-
hippocampus preparation of Goutagny et al.4 (their Fig. 1c). Note that the in vivo and in vitro patterns 
are almost identical in frequency, wavelength and waveform.

Colgin and Moser 2009
based on Goutagny et al. 2009

Population Activities in rodent hippocampus (cont’d)

Theta (4-12 Hz) oscillations



behaviour and cognitive 
functioning

brain (macro-)circuits 
(systems and pathways; cortical 
regions; distributed networks; 
large networks of neurons)

brain (micro-)circuits 
(local circuits, networks of neurons)

cellular
• single compartment
• multi-compartment    
(dendritic/axonal representation)

synaptic
(electrical, chemical)

molecular
(ion channels)

subcellular 
(signalling pathways; 
internal/external concentrations; 
calcium dynamics; plasticity)

genetic

Consideration from a modeling perspective 
Challenges quickly become apparent 

Collaborations clearly required....
Skinner and Ferguson 2013

Third, this challenge will require developments in data acquisition
techniques. Most brain imaging technologies are designed to measure
one spatial scale; studying spatialmultiscale relationships often requires
specialized equipment thatmay be difficult to access or thatmay require
considerable technical expertise (for example, simultaneous single-cell
electrophysiology and fMRI). Multiscale interactions can also be mea-
sured by combining methodological approaches at different spatial
scales, such as combined EEG–fMRI (Debener et al., 2005; Jann et al.,
2012; Scheeringa et al., 2011). In this case, the fMRI signal has higher
spatial resolution while EEG has higher temporal precision.

Relatedly, there will need to be developments in the data analyses
that are used to quantify and conceptualize multiscale interactions. At
present, multiscale temporal interactions are most often assessed
through cross-frequency coupling (Lisman and Jensen, 2013; Young
and Eggermont, 2009). Cross-frequency coupling has been related to in-
formation processing schemes (Lisman, 2005), and there are many em-
pirical demonstrations of cross-frequency coupling characteristics being
modulated by cognitive task demands (Canolty and Knight, 2010;
Cohen and van Gaal, 2012; Kayser et al., 2012; Voytek et al., 2010;

Young and Eggermont, 2009). Graph theory provides some useful met-
rics for characterizing how local activity can be modulated by network-
level dynamics (e.g., Eldawlatly et al., 2009). In some cases, both tempo-
ral and spatial multiscale interactions can be examined simultaneously
(Le Van Quyen et al., 2013; van der Meij et al., 2012).

Challenge 5: Developing neurophysiologically grounded
psychological theories

Theories facilitate scientific development. They provide frameworks
for generating new experiments and hypotheses, interpreting results,
and comparing results acrossmethodologies, species, and levels of anal-
ysis (Abbott, 2008). Theories that provide an interface between psycho-
logical constructs and neural dynamics are particularly important,
because the gap between, for example, the action potentials of a neuron
in visual cortex and the subjective report of having seen a briefly flashed
visual stimulus, is quite large; good theories can help bridge these kinds
of distances.
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Fig. 2. To understand the information content of neural dynamics at one spatiotemporal scale, it might be necessary to consider the neural dynamics at other spatiotemporal scales. (A) A
single neuron emits action potentials in response to a stimulus. The information contained in action potential timing may depend on the simultaneous activity of the neural ensemble in
which that neuron is embedded (B). The collective activity of the ensemble can be measured as the local field potential (LFP), which can encode information in different frequencies
simultaneously, and can also functionally connect neighboring neural ensembles. (C) These synchronous neural ensembles form cortical “patches” that produce electrical fields large
enough to be recorded with the EEG. (D) Large-scale brain networks become synchronized, for example, during top-down control processes such as attention. The processes depicted
in panels A–D are often termed “bottom-up,” because the spatiotemporal scales are increasing. These same pathways are also used for “top-down” processes, as illustrated in panels
D–G. Top-down processes such as attention can modulate neural activity at cortical patches, (F) which in turn can regulate activity in neural ensembles, (G) which in turn can modulate
activity of single neurons. Sub-neuron-level dynamics (e.g., synapses) and supra-brain dynamics (e.g., inputs from other body systems such as digestion, breathing, and heart rate) are not
depicted here, but are also relevant for brain function and neural computation.
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Herewe discuss fivemethodological challenges facing the current cognitive electrophysiology literature that ad-
dress the roles of brain oscillations in cognition. The challenges focus on (1) unambiguous and consistent termi-
nology, (2) neurophysiologically meaningful interpretations of results, (3) evaluation and comparison of
different spatial filters often used inM/EEG research, (4) the role of multiscale interactions in brain and cognitive
function, and (5) development of biophysically plausible cognitive models. We also suggest research directions
that will help address these challenges. We hope that this paper will help foster discussions and debates about
important themes in the study of how the brain's rhythmic patterns of spatiotemporal electrophysiological activ-
ity support cognition.

© 2013 Elsevier Inc. All rights reserved.
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Introduction

Cognitive electrophysiology is a field that bridges neuroscience and
psychology, and focuses on understanding how cognitive functions (in-
cluding perception, memory, language, emotions, behavior control, and
social cognition) are supported or implemented by the electrical activity
produced by populations of neurons. The main methodological tools
used by cognitive electrophysiologists are EEG andMEG, and intracranial
recordings such as electrocorticogram and single- and multi-unit record-
ings. Although these methods span a range of species and spatial scales,
they all share the common feature that theymeasure electromagnetic ac-
tivity. Thus, themajor assumption underlying the broad spectrum of cog-
nitive electrophysiology studies is that one key neural mechanism of
processing and transferring information is (or, at least, can be understood
through) electrical activity.

The purpose of this paper is to highlight and discuss five major
methodological challenges facing cognitive electrophysiology. Some of

these challenges are related to each other; discussing them individually
is done mainly for convenience. Indeed, in several cases, addressing
one challenge may help address other challenges. We focus mainly
on methods and data analyses involving time–frequency-based ap-
proaches, because these are the most rapidly developing methodologi-
cal approaches in cognitive electrophysiology, and, as will be described
below, have a large potential for understanding neurophysiological pro-
cesses underlying cognitive operations.

Some readers may disagree with the importance of some of these
challenges, or could name additional challenges than the five presented
here. Nonetheless, we hope that this paper will help catalyze further
discussions in current trends and important future directions in cogni-
tive electrophysiology.

Challenge 1: Widespread agreement on analysis terminology

Consider the following statistical analysis terms: correlation, ANOVA,
factor analysis, and receiver operating characteristic (ROC). When
someone says that they performed an ANOVA, there is no ambiguity
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“Spatial and temporal 
multiscale interactions 
are thought to be a 
defining feature of 
the brain.”

Math Biology



“Neither ignore the details nor be consumed by them!”

Brain Networks 
context and function
size and architecture

connectivity and cellular characteristics



type mechanisms [13] that evolved from the original stu-
dies are increasingly being used in the literature. It is not
straightforward to distinguish PING and ING type mech-
anisms [14], and indeed, in the biological realm, this dicho-
tomy may not be distinct.

In recent work, Kilpatrick and Ermentrout [15!!] showed
that networks of excitatory cells with spike frequency
adaptation and inhibitory feedback produce clusters of
firing cells that allow network population rhythms of
gamma frequency (30–100 Hz) to emerge. Theoretical
analyses were employed to show that the number of
clusters depend on the adaptation time constant. It is
important to note that the original understanding of
synchronous output from inhibitory networks took
advantage of phase plane analyses [8]. In Kilpatrick
and Ermentrout’s work [15!!], singular perturbation
and weak coupling analyses were used. This highlights
an essential point – the need for theory and mathematical
analyses to bring about insight and understanding of
oscillatory dynamics in brain networks. I consider math-
ematical analyses as one of the features (‘Theory/
Analyses’) in cellular-based modeling. The other three
features are: experimental data determining cellular prop-
erties (‘Experiment’), development of cellular-based
mathematical models (‘Model Development’), and com-
putational usage of models (‘Model Usage/Compu-
tation’). This latter feature is necessarily a part of all
cellular-based modeling. I include it as a separate feature
to distinguish it from Model Development, which is not a
feature in all types of cellular-based modeling. These four
features are illustrated in the schematic of Figure 1. I
consider these four features and their interactions (as
illustrated by bidirectional arrows) as a basis for cellu-
lar-based modeling.

I refer to Kilpatrick and Ermentrout’s [15!!] type of
modeling as ‘Generic’ type modeling because although
the models used include some cellular characteristic (e.g.
adaptation as in [15!!] or being of Class I/II excitability
[16]), the characteristic is considered in a more generic
sense and is not directly taken from experimental data. In
Generic type modeling, existing detailed, cellular models
or ad-hoc reductions of them may be used, in which some
mathematical and/or experimental aspect(s) is preserved.
For example, Pinsky and Rinzel [17] came up with a two-
compartment reduced version of Traub’s 19-compart-
ment CA3 pyramidal model [18]. In another example,
oriens-lacunosum moleculare (O-LM) hippocampal
interneuron models used by several authors [19–21] are
single-compartment ad-hoc versions of a 196-compart-
ment model developed by Saraga et al. [22]. Subsequent
studies build on these reduced models. Importantly,
Generic type modeling either uses or invokes mathemat-
ical insights and analyses from present or earlier studies.
The features of Generic type modeling are illustrated in
Figure 2 (top left) where the use of models with theory

and analyses is coupled but there is not a direct link back
to cellular experimental characteristics for examination.

In recent years, Generic type modeling has been used to
advance our understanding of normal and pathological
oscillatory activities.

Gamma rhythms, schizophrenia and connectivity
Fast-spiking (FS) cells, gamma oscillations and NMDA
receptor alterations are all important considerations in
schizophrenia and form the basis of three recent papers
[23–25]. Following experiments, network models of FS
and pyramidal cells in prefrontal cortex were built and
used to examine AMPA/NMDA kinetics and balances
in gamma rhythm generation [23!!]. Owing to feedback
inhibition type mechanisms, it was found that AMPAR-
mediated input to FS cells is crucial for the emergence of
gamma rhythms. The influence of ketamine (NMDA
antagonist) on theta/gamma rhythms in a CA3 network
model was examined [24!]. From the model networks
that invoked PING/ING mechanisms, it was predicted
that ketamine effects are mainly due to blockage of O-
LM cell NMDA receptors. A non-specific FS/pyramidal
cortical network model was examined in which asynchro-
nous release of GABA from FS cells was incorporated
[25!]. This was done using short-term plasticity models
and it was found that gamma rhythms (generated by
PING/ING type mechanisms) as induced by stimuli were
reduced as found in schizophrenia.

These three studies are different in modeling details, but
they are all able to produce results in accordance with

2 Microcircuits
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Figure 1

Experiment

Model Usage
Computation

Theory
Analyses

Model
Development

Current Opinion in Neurobiology

Cellular-based Modeling Features.
Four features and their interactions are presented as the components of
cellular-based modeling. Note that the Experiment feature in the
schematic refers to those that allow cellular characteristics to be
obtained, whether it is simply an input-output type curve, or a particular
biophysical current of the cell type. The Model Usage/Computation
feature is necessarily a part of all cellular-based modeling but is distinct
from the Model Development feature. Also, note that the Theory/
Analyses feature can be considered either while developing or using the
mathematical models.

Current Opinion in Neurobiology 2012, 22:1–10 www.sciencedirect.com

Skinner 2012

“my balance and tight coupling”



experimental observations. Since the gamma rhythms in
all of the models are generated via PING/ING type
mechanisms, this suggests that Wang and Rinzel’s
original modeling concept [8] may be a fundamental,
biological mechanism in operation. That is, brain net-
works employ balances between intrinsic cell firings and
synaptic time constants of cell connections to bring about
gamma population frequencies. Furthermore, when these
balances are disrupted, pathological states such as schizo-
phrenia result.

Other interesting network modeling studies have
appeared in recent papers [26–29]. Although they take
advantage of PING/ING type mechanisms in examining
gamma rhythms, connectivity, and not cellular character-
istics are the focus for producing and understanding the
model network output. Only in [29] are cellular repres-
entations beyond IF type models incorporated.

Theta/gamma and ripple oscillation mechanisms – some
progress but still elusive
There is a clear correspondence between network pat-
terns and behavioral states. In particular, theta/gamma

and sharp wave/ripple type patterns occur in hippo-
campus during active and immobile, slow-wave sleep
behaviors respectively [30] (see Figure 3). These pat-
terns continue to be explored with modeling.

Recent models produce theta and theta/gamma pat-
terns, but they differ in cell type and connectivity
specifics. In work by Wulff et al. [21], theta/gamma
rhythms were produced using two inhibitory cell types
(basket and O-LM cells), pyramidal cells and AMPA-
like connections in CA1 network models (see Figure 3).
The mechanism relied on earlier mathematical analyses
of O-LM cell interactions [31]. As for the experimental
work, it was shown that inhibition onto basket cells is
important for theta/gamma coupling but not for gamma
rhythms themselves that occur via a PING mechanism.
This intra-hippocampal production of theta/gamma
rhythms was also shown in CA3 models of Neymotin
et al. [24!]. Both NMDA and AMPA connections were
present and there were differences in network connec-
tivities (see Figure 3). It is important to note that while
theta/gamma rhythms have been found to indepen-
dently occur in subiculum [32], this is not the case
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experiment. This modeling type necessarily takes advantage of Theory and Analyses.
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- possible useful organization to be clear about biological context of cellular 
models and to try to take best advantage of theoretical insights

- consider similar mathematical model structures, so interpretation is key



on the pyramidal cell do indeed fire action
potentials at distinct times (Fig. 2).

During ripple oscillations, basket (17) and
bistratified cells (18) strongly increase their firing
rate and discharge in a manner phase-coupled
to the oscillatory cycles. In contrast, axo-axonic
cells fire sometimes before the ripple episode
but are silenced during and after it, and O-LM
cell firing is suppressed during ripples (19). Be-
cause these different interneurons innervate dis-
tinct domains of pyramidal cells, they imprint a
spatiotemporal GABAergic conductance matrix
onto the pyramidal cells. This GABAergic finger-
print changes its pattern during different brain
states. During theta oscillations, O-LM cells (19)
become very active and, in cooperation with
bistratified cells (18), modulate the dendrites of
pyramidal cells one-quarter of a theta cycle after
PV-expressing basket cells (20) discharge; PV-
expressing basket cells in turn fire later than axo-
axonic cells (19). Also, during gamma oscillations,
distinct types of interneuron contribute differen-
tially to the temporal modulation of pyramidal cell
subcellular domains (Fig. 2) (21–23). Firing of
basket (24) and axo-axonic cells (23) is moderately

coupled to the ascending phase of extracellular
gamma oscillations in the pyramidal cell layer. In
contrast, spike timing of bistratified cells is most
tightly correlated to field gamma, whereas O-LM
cells do not contribute (23) to the synchronization
of pyramidal cells to network gamma oscillations
in the CA1 area.

In summary, the different classes of interneu-
rons that have been tested fire action potentials,
and presumably release GABA, at different time
points to distinct subcellular domains of pyramidal
cells. Therefore, GABA cannot be provided by the
axon of a single type of neuron; instead, indepen-
dently firing cell classes are required to support the
distributed computations of pyramidal cells.

The Same Domain of Pyramidal
Cells Receives Differentially Timed
GABAergic Input from Distinct Sources
In addition to PV-expressing cells, cholecysto-
kinin (CCK)–expressing GABAergic interneu-
rons also innervate pyramidal cells (Fig. 1) at
the soma and proximal dendrites (types 3 and
4), at the apical dendrites (type 9), at dendrites
receiving glutamatergic CA3 input (type 8), and

at the apical tuft (type 10). These CCK-expressing
cells receive specific inputs from modulatory brain-
stem nuclei (25) and fire different spike trains in
vitro (26); their asynchronous GABA release
causes longer-lasting inhibition in pyramidal
cells (27); and their inhibitory effect is attenuated
by postsynaptic pyramidal cells via cannabinoid
receptors (28). Electrical stimulation of presynaptic
fibers in vitro indicated that CCK-expressing cells
may be particularly suited for integrating excita-
tion from multiple afferents (29).

In vivo recordings of identified CCK-expressing
cells in anesthetized rats (30) showed that CCK-
and PV-expressing interneurons fire at distinct
times (Fig. 2). During theta oscillations, CCK-
expressing cells fire at a phase when CA1 pyram-
idal cells start firing as the rat enters a spatial
location, the place field of the cell. During gam-
ma oscillations, CCK-expressing cells fire just
before CA1 pyramidal cells (23). Because active
pyramidal cells can selectively reduce the inhi-
bition from CCK-expressing cells via retrograde
cannabinoid receptor activation, the unique spike
timing and molecular design of these GABAergic
cells are well suited to increase the contrast in
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Fig. 1. Three types of pyramidal cell are accompanied by at least 21 classes
of interneuron in the hippocampal CA1 area. The main termination of five
glutamatergic inputs are indicated on the left. The somata and dendrites of
interneurons innervating pyramidal cells (blue) are orange, and those in-
nervating mainly other interneurons are pink. Axons are purple; the main

synaptic terminations are yellow. Note the association of the output synapses
of different interneuron types with the perisomatic region (left) and either
the Schaffer collateral/commissural or the entorhinal pathway termination
zones (right), respectively. VIP, vasoactive intestinal polypeptide; VGLUT,
vesicular glutamate transporter; O-LM, oriens lacunosum moleculare.
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Subdivisions of interneurons on the basis of their
responses to neuromodulators, their properties of
intrinsic currents and conductances,or their expression
of ligand-gated channels have all had limited success.
Comparisons across these groups,however,have under-
scored problems with such classification systems and
have threatened the idea of homogeneous interneuron
sub-populations.Parra et al.13 showed that interneurons
are excited or inhibited by a bewildering number of
combinations of modulators. Furthermore, when this
was mapped onto the anatomical properties of interneu-
rons, their data indicated that a staggering number of
sub-populations might actually exist.

Within the hippocampal circuitry, interneurons
receive afferent excitatory input from several intrinsic
and extrinsic sources8,11. The first quantitative informa-
tion on the nature of excitatory and inhibitory input to
three neurochemically defined interneuron popula-
tions was recently published14. Although the total num-
ber of synapses (excitatory and inhibitory) is several-
fold higher on parvalbumin-containing cells (~16,000)

stratum lacunosum-moleculare (O–LM cells) or in
both stratum radiatum and stratum oriens (bistratified
cells) also contain parvalbumin4 (FIG. 1). Given the den-
dritic location of their axonal inputs, it is unlikely that
these cells have similar roles to basket or axo-axonic
cells. Similar additions to the somatostatin-containing
family have also been described4,9, further complicating
classification systems based on neurochemical content.

Characterization based on function has proved to be
even more problematic. Classical subdivisions were
based solely on action potential firing patterns (for
example, fast-spiking cells and regular-spiking cells)10–12.
However, the generation of action potentials results
from the combined activity of numerous voltage-gated
conductances that overlap in time, all of which have
unique expression patterns throughout interneuron
sub-populations and impart subtle characteristics to the
action-potential waveform. So, whereas this classifica-
tion has been historically useful, it has only limited value
given the ever-expanding repertoire of voltage-gated
channels identified on inhibitory neurons.

Pyramidal cell O–LM cell Basket cell

Stratum pyramidale

Stratum oriens

Stratum lacunosum-moleculare

Stratum radiatum

Bistratified cell

Pyramidal cell PV CRPV PV Som VIPCB SomCCK

a

b

Figure 1 | Domain-specific innervation of hippocampal interneurons. a | Camera lucida reconstructions of three stratum

oriens-alveus interneurons showing the domain-specific innervation of pyramidal cells by their axons. A stratum oriens–lacunosum-

moleculare cell (O–LM cell) projects its axon (red) to pyramidal cell distal dendrites of the stratum lacunosum-moleculare. A basket

cell soma, located within stratum oriens, projects its axon (green) to the pyramidal neuron soma and the proximal dendrites. A

bistratified cell sends its axon (yellow/blue) to both basal and apical dendrites in stratum oriens and radiatum. Far left, cartoon of a

pyramidal cell showing the approximate location of the basal and apical dendrites, and the cell body. (Figure modified from REF. 4.) 

b | The laminar distribution of dendritic and axonal arbors of different types of interneurons containing calcium-binding proteins and

neuropeptides in the hippocampus. Circles mark the general soma location of each interneuron type. The lines emanating from

them indicate the predominant orientation and laminar distribution of the dendritic tree. Purple boxes represent the laminae where

the axon of each interneuron type typically extends its arbor. Turquoise boxes indicate that other interneurons, rather than principal

cells, are the primary targets. The transverse extent of the dendrites or axon is not indicated. (CB, calbindin; CCK, cholecystokinin;

CR, calretinin; PV, parvalbumin; Som, somatostatin; VIP, vasoactive intestinal peptide.) (Figure modified from REF. 8.) 

FEEDFORWARD ACTIVATION

In the feedforward regulatory
system, afferent volleys directly
activate the inhibitory neuron.

FEEDBACK ACTIVATION

In the feedback system, an
excitatory input discharges the
principal cells, whose excitatory
output is fed back to the
inhibitory cells through
recurrent axon collaterals.

RECURRENT COLLATERALS

Axons from cells that project
back to the neurons that
originally activated them.
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Cellular details critical, interneurons in particular...

Understanding brain circuits begins with an appreciation of their component parts — the cells. Although GABAergic interneu-
rons are a minority population within the brain, they are crucial for the control of inhibition. Determining the diversity of these 
interneurons has been a central goal of neurobiologists, but this amazing cell type has so far defied a generalized classification 
system. Interneuron complexity within the telencephalon could be simplified by viewing them as elaborations of a much more 
finite group of developmentally specified cardinal classes that become further specialized as they mature. Our perspective 
emphasizes that the ultimate goal is to dispense with classification criteria and directly define interneuron types by function.

Interneurons, of all the cells within the forebrain, are the most diverse 
in terms of morphology, connectivity and physiological properties1. 
Until 10 years ago, their classification, with a few notable excep-

tions2, remained descriptive. Moreover, interneuron diversity was often 
treated either as a quasi continuum or a diversity space with cell types 
numbering potentially in the hundreds3,4. Studies from the past few 
years have coalesced into the surprising view that interneuron diversity 
may fundamentally be far more limited. When we consider their com-
monalities at a genetic, circuit or functional level, an argument can be 
made for condensing large subclasses of interneurons into more finite 
groups. In this Review, we suggest that, on the basis of both develop-
mental and functional criteria, interneuron diversity can be simplified 
and addressed experimentally. The differences in connectivity, gene 
expression and physiological properties of interneurons found across 
the brain seem enormous (Fig. 1), nevertheless, we argue that this com-
plexity arises from a small number of non-overlapping cardinal classes. 
These represent developmental genetic ground states that can further 
specialize through their later interactions with other neurons. The 
ultimate goal of defining their identity through a set of computational 
principles remains daunting. However, with the advent of new tools that 
provide unprecedented targeting specificity, coupled with the means to 
manipulate the in vivo activity of targeted neural populations this goal 
is becoming attainable.

Birth and specification of interneurons
How is neuronal diversity created? Developmental studies across vari-
ous species5,6 and systems7,8 have suggested that cell diversity arises 
from specification programs established in progenitors that have been 
modified to varying extents by their subsequent post-mitotic interac-
tions. The balance between genetic- and experience-dependent pro-
cesses seems to represent a compromise dictated by the organizational 
constraints of the particular system. Within the cortex, pyramidal cells 
undergo a relatively orderly migration from the proliferative zone to 
the overlying cortical plate. As such, cell identities are largely controlled 
by programs established within progenitors9. By contrast, interneuron 
progenitors of the telencephalon undergo incredibly complex patterns 
of dispersion. At the extremes, this could either be due to exquisitely 
precise pre-programs for migration to particular structures or plasticity 
mechanisms that allow the progenitors to adapt to local environments.

Until the late nineties, it was widely assumed that excitatory and 
inhibitory neurons within the cortex shared a common lineage. The 

seminal breakthrough came from the realization that interneurons 
originated within focal subcortical proliferative zones10. This first came 
to light with landmark papers showing that the GABAergic popula-
tions from the ganglionic eminences migrated dorsally to populate the 
cortex10, as well as to all other structures within the telencephalon11,12. 
Subsequent work in the spinal cord, led to the conjecture that an under-
standing of how specific subtypes are generated would come from a 
detailed analysis of gene expression within progenitors. It was assumed 
that combinatorial transcriptional codes in subpallial progentiors func-
tioned to establish distinct cortical interneuron subtypes.

The connection between developmental origins and interneuron 
diversity has steadily expanded over the past 20 years. Almost all 
GABAergic interneurons within the telencephalon arise from one of 
two embryonic subcortical progenitor zones, the medial ganglionic 
eminence (MGE) and caudal ganglionic eminence (CGE; Fig. 2). 
Moreover, those arising from each structure represent complementary 
interneuron subtypes6,11–15. These major areas are augmented by special-
ized subpopulations from the lateral ganglionic eminence9 and the pre-
optic region8. It also became clear that there is a strong correspondence 
between interneuron classes and the specific progenitor zones that gives 
rise to them. Within the cortex, the MGE gives rise to the parvalbumin 
(PV)-expressing fast-spiking interneurons (including both basket and 
chandelier cells) and the somatostatin (SST)-expressing populations, 
of which the Martinotti cells form the largest subset13,16,17. The CGE 
produces relatively rarer subtypes, including neurogliaform, bipolar 
and vasointestinal peptide (VIP)-expressing multipolar interneurons14.

Genetic lineage analysis within the hippocampus reinforces the idea 
that specific interneurons arise from specific structures but demon-
strates that a simple correspondence across forebrain regions is unten-
able. For instance, although in the cortex neurogliaform neurons are 
CGE-derived, a large proportion of the corresponding population in 
the hippocampus arises from the MGE18. Furthermore, whereas some 
classes, such as fast-spiking basket cells, show marked similarities across 
structures, others subclasses do not yet seem to have obvious paralogues. 
For instance, cholecystokinin basket cells, although a large population 
within the cortex and hippocampus, do not seem to be present within 
other brain areas19. Similarly, there seems to be at least two populations 
of the so called oriens/lacunosum-moleculare cells (named in accord-
ance with the position of their cell body and dendrites20,21) that derive 
from distinct sources, one which expresses the ionotropic serotonin 
receptor 5HT3aR and one that does not. Adding further complexity, 
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analysis of the basal ganglia suggests that only the MGE is a major source 
of interneuron populations within these structures22.

These differences across areas raise two possibilities. First, there might 
be dedicated populations of interneuron progenitors that are commit-
ted to populating specific brain structures. Second, the notion of refer-
ring to an interneuron’s origin as deriving from a specific embryonic 
structure may be an imprecise proxy for gene expression. For instance, 
even though hippocampal neurogliaform cells arise from both the MGE 
and CGE, a common constellation of specification genes may be acting 
within both embryonic regions. Similarly, the differential expression 
of functional determinants such as serotonin receptors, in otherwise 
similar interneuron subtypes, are unlikely to represent distinct cardinal 
classes. Rather they probably represent iterations produced by cardinal 
cousins or differential post-mitotic interactions by members of a single 
cardinal class.

These details emphasize the importance of mapping interneuron 
diversity onto molecular mechanisms. GABAergic lineages can be 
divided into those with long-range projections, such as those in the 
striatum or globus pallidus, and interneuron populations that largely 
project locally. A number of factors seem to be used within all GABAe-
rgic neurons (Fig. 2), most notably the transcription factors encoded 
by Dlx1 and Dlx2, Ascl2, and Gsx1 and Gsx2 that themselves form a 
regulatory network23–25. In the pallium (the region of the forebrain that 
will give rise to cortical structures), a similar cohort of transcription fac-
tors, including those encoded by Emx1, Neurog1 and Neurog2, and Pax6, 
function analogously in the specification of the excitatory populations26.

Dlx1 and Dlx2, in particular, function at multiple stages of GABAergic 
maturation: in the acquisition of GABAergic identity27, the initiation 
and cessation of tangential migration4,28,29, and in the morphological 
and physiological maturation of specific subclasses29. The specific role 
of Dlx1 and Dlx2 in these disparate developmental activities has become 

clearer as their transcription targets have been identified. These include 
Elmo1, Dlx5 and Dlx6, Arx and Gemin2 (or Zep2), each of which has 
been shown to be required in the control of migration and regional 
identity30–33. Moreover, mutations of these genes, presumably through 
their requirement for interneuron function, contribute to a variety of 
affective psychiatric disorders30.

In addition, a number of factors seem to be more restricted to spe-
cific subtypes. Although far from complete, a genetic hierarchy for the 
MGE-derived PV and SST lineages has begun to emerge. Within the 
MGE, the cascade begins with Nkx2-1, which acts as master regulator 
in promoting MGE-derived interneuron fates over CGE-derived cell 
types34,35. Moreover, in the clearest example of a single gene contrib-
uting to the generation of a specific interneuron subtype, chandelier 
or axo-axonic interneurons have been shown to arise relatively late 
in embryonic development (embryonic day 15 to 18 in mice) from a 
population of Nkx2-1 progenitors36,37. In addition, Nkx2-1 is a gene with 
both activator and repressor function. Its repressor function attenuates 
the expression of CGE-specific genes, whereas its activator function 
induces the expression of Lhx6 (ref. 17), which is needed to promote 
the differentiation of both PV- and SST-expressing interneurons. Lhx6 
in turn drives the expression of a series of factors including Sox6 and 
Satb1 (refs 38, 39) the products of which selectively affect the develop-
ment of both PV- and SST-expressing interneurons. By contrast, so far 
only a few genes have proven to be specific to the CGE-derived line-
ages. Collectively, the specific functions of these transcription factors 
and their targets are still a work in progress, but the tools to tackle this 
challenge are at hand.

Although the emerging picture is exhilarating, rather than coalescing 
into an explanation for the myriad distinct subtypes that populate all 
areas of the forebrain (Fig. 1), it seems to only reveal a handful of genetic 
cascades. If the goal were simply to account for the neuronal markers 

Figure 1 | Multiple dimensions of interneuron diversity. Interneuron cell types are usually defined using a combination of criteria based on morphology, 
connectivity pattern, synaptic properties, marker expression and intrinsic firing properties. The highlighted connections define fast-spiking cortical basket cells.  
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Figure 4 | Coordination and flow control hypotheses of recruitment.  
a, Coordination hypothesis. The bottom trace shows a local field potential 
representing the network state in the hippocampus. The firing of different 
neuron types (chandelier cell, light blue; basket cell, red; OLM cell, blue; 
pyramidal cell, brown) can be described in reference to the local field 

potential, both in terms of overall activity level and phase relationship87,107,113. 
b, Flow control hypothesis. The bottom arrows mark the timing of four 
behavioural events: entry, exit, cue and reward. The firing of different neuron 
types (vasointestinal peptide, green; parvalbumin, red; somatostatin, blue; 
pyramidal cell brown) can be described in reference to these events84,102.



Figs. 1 and 2 illustrate several types of interneurons in the hippocampus, either from a dendritic-
versus perisomatic-targeting perspective (Fig. 1) or from an interneuron-targeting perspective
(Fig. 2). Much work continues to uncover the richness of interneuron diversity (e.g., see
Chamberland and Topolnik 2012), and it is clear that we still have much to learn to be able to
appreciate and thus understand the functionality of this interneuron diversity.

Mathematical and computational modeling is an essential tool in neuroscience today, and there
are many types of mathematical models of neurons ranging from abstract to detailed (see Ency-
clopedia of Complexity and Systems Science, Neuronal Dynamics). The rationale behind the
choices one makes in using a certain type of model naturallydependson thequestionbeingaddressed.
Since the hippocampus expresses several different rhythmic activities, the research questions that are
typicallyconsidered, inwhichmathematicalmodelsofhippocampal interneuronsareused,eitherdirectly
or indirectly involve thegeneration and/ormodulationof rhythmic, population activities. Furthermore, it
is clear that interneurons play distinct and particular roles in rhythmic activities such as theta and gamma
rhythms (in this section, Hippocampus, Theta, Gamma and Cross Frequency Coupling, Hippocampus,
Theta, Gamma and Theta/.Gamma Network Models) (e.g., Klausberger and Somogyi 2008) making
them an important focus in modeling studies.

Cellular Models
The amount of detail in a cellular model needs to be enough to allow speculations, hypotheses, and
predictions to emerge for future experiments. Interneuron models are either primarily concerned
with how inhibitory cells contribute to network rhythms/population oscillations or with character-
istics of the individual cells that affect the networks in which they reside. As such, the models tend
to be multi-compartment (in this, Computational Neuroscience Encyclopedia, Multi-compartment
modeling) in nature and more detailed for the latter, but not exclusively. Clearly, the more detail
that is included in individual cell models, the more likely one can adequately represent the

Fig. 1 Schematic illustrating two main classes of interneuron types in hippocampus CA1, based on their postsynaptic
targets. Also schematized are the layers (l.-m., rad., pyr., ori.) where the cell bodies are found and where their targets
go, as well as input coming from other regions (perforant path PP, Schaffer collaterals (Sch)). The first class (shown on
the left) are interneurons that target perisomatic regions of the excitatory, pyramidal cell. They include basket cells
(BC, targets: soma and proximal dendrites) and axoaxonic cells (AA, targets: axon initial segments). The second class
(shown on the right) are interneurons that target dendritic regions. They include bistratified cells (BS) that innervate the
mid-distal dendrites, neurogliaform (NG) interneurons that target apical dendrites, and O–LM interneurons that target
the distal apical dendrites (l.m. layer) (With kind permission from Springer Science+Business Media: Hippocampal
Microcircuits (Cutsuridis, V., Graham, B., Cobb, S. & Vida, I., eds.), Part I, Chapter 2, 2010, p.27–67, I. Vida,
“Morphology of Hippocampal Neurons,” Figure 4)
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Definition

Hippocampus, model inhibitory cells refer to mathematical models of neurons that are designed to
represent (GABAergic) inhibitory interneurons in the hippocampus. Specifically, biophysically
motivated models of interneurons located in the CA1, CA3 and dentate gyrus (DG) regions of the
hippocampus are described. These cellular models have been developed for two main purposes: (i)
to examine how their biophysical characteristics affect and control electrophysiological output and
(ii) to examine network output given the modeled cellular characteristics. This article summarizes
a comprehensive set of such models.

Detailed Description

Introduction and Background Context
The brain consists of two classes of neurons, excitatory and inhibitory cells. Excitatory cells were
typically thought to be long ranging with their connections, whereas inhibitory cells were viewed as
“local circuit neurons” or interneurons (Shepherd 2003). Today, it is clear that this is not necessarily
the case, as some inhibitory cell types have long extensions (e.g., see Jinno et al. 2007). Regardless,
the “interneuron” terminology is often used synonymously with “inhibitory cell.”

Inhibitory cells or interneurons in the mammalian brain are also termed GABAergic since their
primary neurotransmitter is GABA, which causes an inhibitory, hyperpolarizing response in the
postsynaptic cells when GABAergic receptors are activated there. It is now known that even though
inhibitory cells represent a much smaller percent of neurons, they exhibit a much wider diversity in
their characteristics, relative to excitatory cells (e.g., see Freund and Buzsáki 1996; McBain and
Fisahn 2001). Interneurons have distinct morphologies located in various cortical layers, have
different axonal targets, express different calcium-binding proteins, and exhibit different firing
properties. Determining the functionality of this diversity is an ongoing challenge (e.g., see Freund
and Kali 2008). In addition, efforts to systematically classify these diverse GABAergic cells are
ongoing (Ascoli et al. 2008; DeFelipe et al. 2013).

The hippocampus (Andersen et al. 2006; see Encyclopedia of Neuroscience, Hippocampus:
Organization, Maturation, and Operation in Cognition and Pathological Conditions) has been
a heavily studied brain structure due to its experimental accessibility with the slice preparation.
Moreover, it expresses several rhythmic and population activities that are correlated with normal
(e.g., learning and memory) and pathological states (e.g., epilepsy, Alzheimer’s) and in which
interneurons appear to have critical, controlling roles (e.g., see Krook-Magnuson et al. 2013).
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Table 1 Fast-spiking interneurons, basket cells

Interneuron
type Mathematical model type

Experimental
basis Functional aspects References

CA3
interneuron

Biophysical, multi-
(Na, K-D)

Passive – generic Network (carbachol-driven
population rhythms)

Traub et al.
(1992)Active – generic

f-I – yes

CA3 SP
interneuron

Biophysical, multi-
(Na, K-DR, K-Ca, K-AHP,
K-A, Ca-L)

Passive – generic Intrinsic (active, VGCs in dendrites,
and spike transduction)

Traub and
Miles (1995)Active – generic

f-I – yes

CA3 SP
interneuron

Derivative, subsequent
(Traub et al. 1995)

Network (population bursts with
dendritic GJ coupling)

Traub (1995)

CA1a fast-
spiking
basket cell

Biophysical, single-
(Na, K-DR)

Passive – generic Network (gamma rhythms) Wang and
Buzsáki
(1996)

Active – generic

f-I – yes

CA1 fast-
spiking
basket cell

Derivative, subsequent
(Wang and Buzsáki 1996)

Network (gamma rhythms) Bartos et al.
(2007)b

CA3
interneuron

Biophysical, multi-
(Na, K-DR)

Passive – generic Network (GABAergic modulation of
place field development)

Wallenstein
and Hasselmo
(1997)

Active – generic

f-I – no

CA1c fast-
spiking
interneuron

Biophysical, single-
(Na, K-DR)

Passive – generic Network (loss of synchrony
mechanisms)

White et al.
(1998)Active – generic

f-I – no

CA1 fast-
spiking
interneuron

Derivative, subsequent
(White et al. 1998)

Network (theta/gamma rhythms) White et al.
(2000)

DG basket
cell

Biophysical, multi-
(Na, K-DRf, K-A, K-Ca,
K-AHP, Ca-L, Ca-N)

Passive – specific Network (DG hyperexcitability,
mossy fiber, and mossy cell changes)

Santhakumar
et al. (2005)Active – specific

f-I – yes

DG basket
cell

Derivative, subsequent
(Santhakumar et al. 2005)

Network (DG hyperexcitability,
topology changes)

Morgan and
Soltesz
(2008)d

CA1 basket
cell

Biophysical, multi-
(Na, K-DR)

Passive – generic Network (active, VGCs in dendrites,
and synchrony with dendritic GJ
coupling)

Saraga et al.
(2006)Active – generic

f-I – no

CA1 basket
cell

Derivative, adaptation
(Saraga et al. 2006)

Network (predicting synchrony with
dendritic GJ coupling)

Zahid and
Skinner
(2009)

DG fast-
spiking PV+
basket cell

Biophysical, multi-
(Na, K-DR, h-sag)

Passive – specific Intrinsice (EPSP and spiking
properties)

Hu et al.
(2010)Active – specific

f-I – no

CA1 basket
cell

Biophysical, multi-
(Na, K-DR, K-A, K-Ca,
K-AHP, Ca-L, Ca-N)

Passive – generic Network (encoding and retrieval in
CA1 theta rhythm microcircuit)

Cutsuridis
et al. (2010)Active – generic

f-I – no

(continued)
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Hippocampus, Model Inhibitory Cells, Table 1 (continued)

Interneuron
type Mathematical model type

Experimental
basis Functional aspects References

CA1 basket
cell

Biophysical, single-
(Na, K-DR, K-A)

Passive – generic Network (GABAergic contributions
during theta – gating, timing, and
phase precession)

Cutsuridis
and Hasselmo
(2012)

Active – generic

f-I – no

CA1 PV+
fast-spiking

Simple, single- Passive – specific Network (gamma rhythms) Ferguson
et al. (2013)Active – N/A

f-I – yes
aPutatively CA1 due to connectivity aspects used
bThis is a review paper, but chosen as a “representative” of the many papers that have subsequently used the Wang and
Buzsáki (1996) model
cStated to be applicable to CA1
dOther derivative model references can be found in Morgan and Soltesz (2010)
ePassive model characteristics from Nörenberg et al. (2010)

Table 2 Horizontal dendrites, distal dendrite-targeting interneuron types

Interneuron
type Mathematical model type

Experimental
basis Functional aspects References

CA1 O–LM
interneuron

Biophysical, multi-
(Na, K-DR, K-A, h-sag)

Passive – specific Intrinsic (active, VGCs in
dendrites, and spike propagation)

Saraga et al.
(2003)Active – specific

f-I – yes

CA1 O–LM
interneuron

Derivative, simplification to
single- (Saraga et al. 2003)

Network (theta/gamma rhythms) Gloveli et al.
(2005)a

DG HIPP
interneuron

Biophysical, multi- (Na,
K-DRf, K-A, K-Ca, K-AHP,
Ca-L, h-sag)

Passive – specific Network (DG hyperexcitability,
mossy fiber, and mossy cell
changes)

Santhakumar
et al. (2005)bActive – specific

f-I – yes

CA3 O–LM
interneuron

Biophysical, single- (Na, Na-p,
K-DR, h-sag)

Passive – generic Network (theta-phase separation,
encoding, and retrieval in CA3)

Kunec et al.
(2005)Active – generic

f-I – no

CA1 O–LM
interneuron

Biophysical, single- (Na, Na-p,
K-DR, h-sag)

Passive – generic Network (theta rhythm) Rotstein et al.
(2005)Active – generic

f-I – no

CA1 O–LM
interneuron

Biophysical, multi- (Na,
K-DRf, K-DRs, K-A, K-Ca,
K-M, Ca-T, Ca-L, h-sag)

Passive – specific Intrinsic (K-M current control of
spiking)

Lawrence
et al. (2006)Active – specific

f-I – yes

CA1 O–LM
interneuron

Biophysical, multi- (Na, K-DR,
K-A, h-sag)

Passive – generic Network (encoding and retrieval in
CA1 theta rhythm microcircuit)

Cutsuridis
et al. (2010)Active – generic

f-I – no

CA3 O–LM
interneuron

Biophysical, single- (Na,
K-DR, K-Ca, Ca-L, h-sag)

Passive – generic Network (theta/gamma rhythms) Neymotin
et al. (2011)Active – generic

f-I – no

CA1 O–LM
interneuron

Biophysical, single- (Na, Na-p,
K-DR, h-sag)

Passive – generic Network (GABAergic
contributions during theta – gating,
timing, and phase precession)

Cutsuridis
and Hasselmo
(2012)

Active – generic

f-I – no
aOther derivative model references include Tort et al. (2007) and Wulff et al. (2009)
bSee Table 1 for derivative model articles
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For inhibitory cell models in the hippocampus, it is essential that the experimental and biological
basis be specified, so that future models can more fully take advantage of existing ones. While this
should be the case for any models, it is even more so for these diverse, inhibitory cell populations,
which are developmentally regulated (see Tricoire et al. 2011), and where diversity and function
are probably linked (see Leão et al. 2012).

Cross-References

▶Computational Neuroscience Encyclopedia
▶Encyclopedia of Complexity and Systems Science
▶Encyclopedia of Neuroscience
▶Excitatory Cell Models

Table 3 Other interneuron types

Interneuron
type Mathematical model type

Experimental
basis Functional aspects References

CA1 O/A
interneuron

Biophysical, single-
(Na, Na-p, K-DR, K-D)

Passive – generic Network (synchronized bursting with
GJ and inhibitory coupling)

Skinner et al.
(1999)Active – generic

f-I – no

CA1 O/A
interneuron

Derivative, expansion to
multi- (Skinner et al. 1999)

f-I – yes Intrinsic (K-D current control of
bursting)

Saraga and
Skinner
(2002)

CA1a O/A
CB+
interneuron

Biophysical, single-
(Na, K-DR, K-Ca, Ca-L,
h-sag)

Passive – generic Network (septo-hippocampal theta
rhythms)

Wang
(2002)bActive – generic

f-I – no

CA1 LM/
RAD
interneuronc

Biophysical, single-
(Na, Na-p, K-DRf, K-DRs,
K-A, K-D)

Passive – specific Intrinsic (subthreshold MPO
generation)

Morin et al.
(2010)Active – specific

f-I – no

CA1 LM/
RAD
interneuron

Derivative, subsequent
(Morin et al. 2010)

f-I – yes Network (reliable theta-frequency
spiking in virtual networks)

Sritharan and
Skinner
(2012)

CA1 AAC Biophysical, multi-
(Na, K-DR, K-A, K-Ca,
K-AHP, Ca-L, Ca-N)

Passive – generic Network (encoding and retrieval in
CA1 theta rhythm microcircuit)

Cutsuridis
et al. (2010)CA1 BSC Active – generic

f-I – no

CA1 AAC,
CA1 BSC

Biophysical, single-
(Na, K-DR, K-A)

Passive – generic Network (GABAergic contributions
during theta – gating, timing, and
phase precession)

Cutsuridis
and Hasselmo
(2012)

Active – generic

CA1 Ivy
cell

f-I – no

CA1 NGL
cell

Biophysical, single-
(Na, K-DR)

Passive – generic Network (GABAergic contributions
during theta – gating, timing, and
phase precession)

Cutsuridis
and Hasselmo
(2012)

Active – generic

f-I – no
aReferred to as CA1
bThis paper also included a MS non-cholinergic model, and derivative models of it representing hippocampal
interneurons are in Hajós et al. (2004) and Orbán et al. (2006)
cThe LM/RAD acronymwas used by the authors for this interneuron type, but likely part of SCA interneuron types (see
Vida 2010)
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less, anterograde PHAL (Phaseolus vulgaris leucoagglutinin) transport 
combined with postembedding GABA immunostaining of the labelled 
axon terminals clearly demonstrated that hippocamposeptal non- 
pyramidal neurons in stratum oriens-80% of which contain calbindin 
(Toth and Freund, 1992)-are GABAergic (Toth et al., 1993). 

Feed-back inhibition by horizontal cells in  CAI 

Oriens-alveus horizontal interneurons activated in a feed-back 
manner: implications for function 
The proportion of degenerating boutons in synaptic contact with 
mGluRI-immunoreactive dendrites in stratum oriens of CAI is 
very high-->60% of all boutons, which should be considered an 
underestimate (see above)-and is likely to represent at least 75% of 
all excitatory (GABA-negative) boutons. This indicates that the major 
source of excitatory afferents to this type of interneuron is local, i.e. 
the recurrent collaterals of CAI pyramidal cells. The mGluR1- 
immunoreactive cells of this region are known to be identical to the 
somatostatin-containing subpopulation of GABAergic interneurons 
(Somogyi et al., 1984; Kunkel and Schwartzkroin, 1988; Baude et al., 
1993), which project to stratum lacunosum-moleculare, and innervate 
pyramidal cell dendrites in conjunction with entorhinal afferents 
(Gulyas er a/., I993a; Maccafem and McBain, 1995). According to 
the present results, inhibition in the termination zone of entorhinal 
afferents is activated in a feed-back manner, which means that 
Schaffer collateral activity is unable to induce inhibition in stratum 
lacunosum-moleculare via these neurons directly, unless CA 1 
pyramidal cells have been discharged. Thus, if excitability of CAI 
pyramidal cells through Schaffer collaterals is high, then inhibition of 
the entorhinal drive by somatostatin-containing interneurons (recruited 
via local collaterals) is strong (Fig. 5). Conversely, a decreased 
response of CAI pyramidal cells to Schaffer collateral excitation may 
result in enhanced response to entorhinal input. Direct electrophysio- 
logical evidence for these predictions has been obtained recently in 
an elegant study by Maccaferri and McBain (1995). 

The vast majority of electrophysiological data available about non- 
pyramidal cells derive from fast-spiking neurons, which have a low 
firing threshold and high spontaneous activity, and most of them 
contain the calcium-binding protein parvalbumin (Kawaguchi er al., 
1987; Lacaille et al., 1987; Lacaille and Williams, 1990; Gulyas 
et al., 1993a; Buhl et al., 1994; Maccafeni and McBain, 1995; 
McBain et al., 1994; Miles e f  al., 1994). In the hilus, neurons showing 
typical morphological features of somatostatin-immunoreactive neu- 
rons were shown to be slow-spiking (Han et al., 1993; Sik er al., 
1994). These cells are driven exclusively by mossy fibre collaterals 
in a feed-back manner, innervate granule cell dendrites in conjunction 
with entorhinal afferents (Halasy and Somogyi, 1993), and have spiny 
dendrites covered by mGluR1 receptors (Bakst et al., 1986; Baude 
et al., 1993). Since all these features are identical to those of 
somatostatin-containing neurons in CA 1 stratum oriens, we assume 
that they are also slow-firing, and have a high threshold. Thus, they 
could be activated only if relatively large numbers of CAI pyramidal 
cells discharge in synchrony, in a way typically recorded during 
hippocampal sharp waves (Buzsaki ef  al., 1983; Buzsaki, 1986, 1989). 
Sharp waves in CAI are triggered by synchronous discharges of 
CA3 pyramidal cells accompanying non-theta behaviours, i.e. when 
information collected during an earlier exploration period is likely to 
be transferred through CAI to the entorhinal cortex and back to 
neocortical areas (Buzsaki, 1989). A prolonged blocking of direct 
entorhinal input to CAI by the sharp wave-activated somatostatin 
cells may be essential for a faithful relay, when the hippocampus 
functions as an output structure. This enhanced inhibition in stratum 
lacunosum-moleculare may be long-lasting if mGluRl receptors of 
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~ 

I 
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FIG. 5. Schematic diagram summarizing the connectivity of CAI stratum 
oriens horizontal interneurons. As shown in the present study, both mGIuR I - 
and CaBP-immunoreactive interneurons receive the vast majority of their 
excitatory input from recurrent collaterals of CAI pyramidal cells. 
SomatostatidmGluRl-immunoreactive interneurons mediate feed-back 
inhibition on the apical dendrites of CAI pyramidal cells in stratum lacunosum 
moleculare. in conjunction with entorhinal afferents. This type of inhibition 
is activated only if Schaffer collateral activity is sufficient to discharge CAI 
pyramidal cells, and in turn may limit the efficacy of entorhinal afferents to 
drive the same population of pyramidal neurons. CaBP-containing cells with 
this morphology and location are likely to project to the medial septum, and 
inhibit septohippocampal GABAergic neurons. The hippocamposeptal feed- 
back, also driven largely by recurrent collaterals of hippocampal pyramidal 
cells, is likely to reflect population synchrony in the activity of local principal 
neurons. S.lac.mol., stratum lacunosum-moleculare; so.; stratum oriens; s.P., 
stratum pyramidale; s.r., stratum radiatum. 

somatostatin cells are also activated by glutamate released during 
sharp wave-concurrent synchronous bursts of CAI pyramidal cells. 

An alternative hypothesis stems from the observation that CAI 
pyramidal cells with overlapping place fields show a significant 
degree of clustering (Eichenbaum et al., 1989). This implies that 
functionally related ensembles of nearby pyramidal cells fire synchron- 
ously during theta activity-partly as a result of common direct input 
from the entorhinal cortex (Mizumori er al., 1989; O’Keefe and 
Recce, 1993)-when the stimulus is optimal for all members of the 
cluster, e.g. when the animal is located in the common part of the 
place field. Such a synchronous activity may be sufficient to discharge 
those oriens-alveus somatostatin cells, which receive a convergent 
input from members of this particular cluster of pyramidal cells. In 
this way, a highly focused and receptive field-specific feed-back 
inhibition will be generated in the entorhinal termination zone, which 
may provide an inhibitory flanking effect to sharpen dynamic receptive 
fields of groups of CAI pyramidal cells. This hypothesis is supported 
by the notion that terminal fields of single somatostatin cells in 
stratum lacunosum-moleculare of the Ammon’s horn are small (600- 
800 pm in diameter; Gulyas et al., 1993a, b; McBain et al., 1994; 
Sik et al., 1994), whereas in the dentate gyrus the axon of a single 
somatostatin cell may innervate the molecular layer of the entire 
lower and upper blades (having a lateral spread of >2.5 mm) in a 
400 pm thick slice (Han et al., 1993). This disparity in terminal field 

Blasco-Ibanez and Freund 1995 

Maccaferri and Lacaille 2003Figure 2. Properties of a well-identified interneuron: the oriens–lacunosum moleculare (O–LM) cell. (a) Reconstruction of a connected O–LM (red and black) and pyramidal
neuron (green) pair, showing the typical horizontal dendritic orientation of the interneuron in stratum oriens (red) and the dense axonal innervation of distal dendrites in
stratum lacunosum moleculare (black). Scale bar, 100 mm. Traces show the recorded postsynaptic unitary current (vertical bars, 50 mV and 3 pA; horizontal bar, 20 ms).
(b) Upper panels show neurochemical characterization of an O–LM interneuron recorded in vivo and identified by neurobiotin labeling and somatostatin and parvalbumin
immunoreactivity. Scale bar, 5 mm. Middle and lower panels indicate the oscillatory response to activation of metabotropic glutamate receptors by 1-amino-1,3-cyclope-
tane-dicarboxylic acid (ACPD), shown by voltage-clamp recordings (top) and Ca2þ imaging [bottom; at control (1), peak (2) and recovery (3) levels]. (c) Physiological charac-
teristics of O–LM interneurons recorded from in vitro slices using infrared differential-interference contrast (IR-DIC) technology (top; scale bar, 10 mm). Typical firing
pattern (bottom) showing a spike train with little adaptation and decreasing spike amplitude. Hyperpolarizing current pulses generate a prominent sag in the voltage
response. (d) Upper panel shows a pyramidal–O–LM interneuron connection and the characteristic facilitatory response. Lower panel shows that the direction of action
potential propagation in the same cell can be reversed depending on the strength and duration of the current pulse injected, indicating variable initiation sites, closer to the
dendrite (D) or to the soma (S). (e) O–LM firing in vivo is specifically associated with different types of brain state and network activity [vertical bars, 0.3 mV (lower traces),
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teristics of O–LM interneurons recorded from in vitro slices using infrared differential-interference contrast (IR-DIC) technology (top; scale bar, 10 mm). Typical firing
pattern (bottom) showing a spike train with little adaptation and decreasing spike amplitude. Hyperpolarizing current pulses generate a prominent sag in the voltage
response. (d) Upper panel shows a pyramidal–O–LM interneuron connection and the characteristic facilitatory response. Lower panel shows that the direction of action
potential propagation in the same cell can be reversed depending on the strength and duration of the current pulse injected, indicating variable initiation sites, closer to the
dendrite (D) or to the soma (S). (e) O–LM firing in vivo is specifically associated with different types of brain state and network activity [vertical bars, 0.3 mV (lower traces),
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Long-term potentiation in hippocampal
oriens interneurons: postsynaptic
induction, presynaptic expression and
evaluation of candidate retrograde factors
Elizabeth Nicholson and Dimitri M. Kullmann

UCL Institute of Neurology, University College London, Queen Square, London WC1N 3BG, UK

Several types of hippocampal interneurons exhibit a form of long-term
potentiation (LTP) that depends on Ca2þ-permeable AMPA receptors and
group I metabotropic glutamate receptors. Several sources of evidence
point to a presynaptic locus of LTP maintenance. The retrograde factor
that triggers the expression of LTP remains unidentified. Here, we show
that trains of action potentials in putative oriens-lacunosum-moleculare
interneurons of the mouse CA1 region can induce long-lasting potentiation
of stimulus-evoked excitatory postsynaptic currents that mimics LTP elicited
by high-frequency afferent stimulation. We further report that blockers of
nitric oxide production or TRPV1 receptors failed to prevent LTP induction.
The present results add to the evidence that retrograde signalling underlies
N-methyl-D-aspartate (NMDA) receptor-independent LTP in oriens inter-
neurons, mediated by an unidentified factor.

1. Introduction
Plasticity of glutamatergic synapses onto hippocampal interneurons has been
proposed to play several roles, including stabilizing network excitability and preser-
ving the fidelity of spatio-temporal processing in the face of long-term potentiation
(LTP) at synapses among excitatory neurons [1–3]. LTP and long-term depression
(LTD) in the inhibitory circuitry may also affect the input–output relationship of
principal cells in qualitatively different ways than that achieved by plasticity
restricted to excitatory neurons. Plasticity of inhibition may have further adaptive
roles particular to specific types of interneurons [4]. For example, LTP of glutama-
tergic synapses on somatostatin-positive interneurons located in stratum oriens,
which tend to innervate targets in strata radiatum and lacunosum-moleculare,
is likely to enhance CA1 inputs from CA3 by disinhibiting Schaffer-collateral-
associated interneurons, while concomitantly inhibiting extrahippocampal
perforant path inputs to the apical dendrites of CA1 pyramidal neurons [5].

Induction of LTP at glutamatergic synapses on several types of interneurons
in stratum oriens is independent of N-methyl-D-aspartate (NMDA) receptors,
but requires Ca2þ influx through Ca2þ-permeable a-amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid (AMPA) receptors as well as activation of
group I metabotropic glutamate receptors (mGluRs) [6–12]. Among these are
interneurons with dendrites running parallel to stratum pyramidale that project
an axon to stratum lacunosum-moleculare [13]. Oriens-lacunosum-moleculare
(O-LM) cells can be further recognized by their regular firing pattern upon
injection of depolarizing current, voltage sag upon injection of hyperpolarizing
current and expression of somatostatin and mGluR1a [14–17]. An efficient LTP
induction stimulus is to hyperpolarize the postsynaptic membrane potential
while stimulus trains are delivered to axon collaterals of pyramidal neurons run-
ning in the alveus. This ‘anti-Hebbian’ LTP protocol has been hypothesized to
maximize Ca2þ influx via rectifying AMPA receptors [8,11], although nicotinic
receptors have also been proposed to play a role [18,19].

& 2013 The Authors. Published by the Royal Society under the terms of the Creative Commons Attribution
License http://creativecommons.org/licenses/by/3.0/, which permits unrestricted use, provided the original
author and source are credited.
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The hippocampus is a brain region that is involved in spatial navi-
gation and memory formation1,2, but the network mechanisms 
underlying these functions are not well understood. Recent evidence 
suggests that the control of pyramidal cell activity by GABAergic 
interneurons is required for the execution of hippocampal func-
tions3,4. Hippocampal interneurons are a diverse population of cell 
types that have distinct postsynaptic domains and therefore differ-
entially control input/output activity5; the precise roles of the dis-
tinct inhibitory cell types are currently unclear. The classification of 
hippocampal interneurons through their expression of proteins and 
peptides, including parvalbumin (PV), calretinin, calbindin, somato-
statin (SOM), vasoactive intestinal peptide and neuropeptide Y, has 
been a major framework for studying interneuron function6,7. To date, 
however, no single molecular marker is specific for any interneuron 
subtype, as defined by their pattern of pyramidal cell innervation. For 
example, PV+ cells include basket, bistratified and axo-axonic cells6, 
which target pyramidal cells at different subcellular compartments. 
In light of modern genetic techniques that can enhance or suppress 
cellular activity8, finding specific molecular markers for morphologi-
cally well-defined subtypes of GABAergic interneurons is important 
for understanding their role in information processing.

OLM cells are a major class of GABAergic interneurons in the 
outermost layer of the hippocampus (stratum oriens) with perpen-
dicular axonal projections to the innermost layer (stratum lacunosum- 
moleculare, SLM)5. CA1 OLM cells inhibit the distal apical dendrites 
of pyramidal cells, the same cellular compartment where the direct 
input originating from layer III of the entorhinal cortex arrives, 
forming the temporoammonic pathway9. OLM cells have been 
hypothesized to coordinate cell assemblies10 and to produce theta 

oscillations11,12, cross-frequency coupling10,13 and gating of long-
term potentiation (LTP)14. However, despite insights derived from 
computer simulations10,15, the function of OLM cells has not been 
directly demonstrated.

Notably, OLM cells are highly sensitive to nicotine14, but it is cur-
rently unknown whether cholinergic neurons from the medial septum 
and diagonal band of Broca (MS-DBB), the major source of acetylcho-
line to the hippocampus, directly target nicotine receptors in OLM 
cells. To the best of our knowledge, no functional study has yet shown 
fast cholinergic inputs originating from the MS-DBB to any known 
type of hippocampal neuron. It is currently believed that subcortical 
cholinergic afferents are mainly neuromodulatory, acting through 
slow metabotropic receptors16. In vitro, however, nicotine facilitates 
LTP of Schaffer collateral synapses onto CA1 pyramidal cells through 
receptors containing the nicotinic acetylcholine receptor 2 subunit 
(CHRNA2), which are exclusively present in stratum oriens14,17,18. 
Recent evidence suggests that CHRNA2 may be specifically expressed 
in OLM cells, which, in turn, could underlie the enhancement of 
Schaffer collateral–CA1 LTP by nicotine14,19. Thus, direct cholinergic 
excitation of OLM cells might be involved in switching the informa-
tion flow in CA1 from direct entorhinal cortex inputs carrying sensory 
information (temporoammonic pathway) to inputs carrying internal 
representations stored in CA3 (Schaffer collateral pathway)15.

To investigate this hypothesis, we generated a mouse line express-
ing Cre recombinase under the control of the Chrna2 promoter  
(Chrna2-cre). We found that CHRNA2 is a molecular marker that 
is specific for CA1 OLM cells in the hippocampus. Furthermore, 
we found that CA1 OLM cells inhibited distal portions of CA1  
pyramidal cell dendrites while disinhibiting proximal dendrites,  
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which target pyramidal cells at different subcellular compartments. 
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of pyramidal cells, the same cellular compartment where the direct 
input originating from layer III of the entorhinal cortex arrives, 
forming the temporoammonic pathway9. OLM cells have been 
hypothesized to coordinate cell assemblies10 and to produce theta 

oscillations11,12, cross-frequency coupling10,13 and gating of long-
term potentiation (LTP)14. However, despite insights derived from 
computer simulations10,15, the function of OLM cells has not been 
directly demonstrated.

Notably, OLM cells are highly sensitive to nicotine14, but it is cur-
rently unknown whether cholinergic neurons from the medial septum 
and diagonal band of Broca (MS-DBB), the major source of acetylcho-
line to the hippocampus, directly target nicotine receptors in OLM 
cells. To the best of our knowledge, no functional study has yet shown 
fast cholinergic inputs originating from the MS-DBB to any known 
type of hippocampal neuron. It is currently believed that subcortical 
cholinergic afferents are mainly neuromodulatory, acting through 
slow metabotropic receptors16. In vitro, however, nicotine facilitates 
LTP of Schaffer collateral synapses onto CA1 pyramidal cells through 
receptors containing the nicotinic acetylcholine receptor 2 subunit 
(CHRNA2), which are exclusively present in stratum oriens14,17,18. 
Recent evidence suggests that CHRNA2 may be specifically expressed 
in OLM cells, which, in turn, could underlie the enhancement of 
Schaffer collateral–CA1 LTP by nicotine14,19. Thus, direct cholinergic 
excitation of OLM cells might be involved in switching the informa-
tion flow in CA1 from direct entorhinal cortex inputs carrying sensory 
information (temporoammonic pathway) to inputs carrying internal 
representations stored in CA3 (Schaffer collateral pathway)15.

To investigate this hypothesis, we generated a mouse line express-
ing Cre recombinase under the control of the Chrna2 promoter  
(Chrna2-cre). We found that CHRNA2 is a molecular marker that 
is specific for CA1 OLM cells in the hippocampus. Furthermore, 
we found that CA1 OLM cells inhibited distal portions of CA1  
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modulated synaptic efficiency and plasticity of entorhinal cortex and 
CA3 inputs, and were excited by fast cholinergic transmission.

RESULTS
OLM cells were observed by Ramon y Cajal, but their network func-
tion remains elusive. To date, the most used marker for OLM cells is 
SOM; however, SOM is also expressed in other interneuron subtypes 
found in stratum oriens, as well as in stratum pyramidale and stratum 
radiatum of CA1 and CA3, and in the dentate gyrus5 (Supplementary 
Fig. 1). A recent study hypothesized that CHRNA2 may be specifically 
expressed in OLM cells14. Consistent with this, in situ hybridization 
has shown that Chrna2 mRNA is restrictively found at CA1 stratum 
oriens in the hippocampus of mice17. To investigate whether Chrna2 
is a specific marker of CA1 OLM cells, we used Chrna2-cre mice. 
Histological analysis of the hippocampi of mice expressing the red 
fluorescent protein Tomato under the control of Cre (Chrna2-cre/
R26tom) revealed that Tomato+ cells in the hippocampus were almost 
exclusively located in the stratum oriens of CA1 and subiculum  
(Fig. 1a and Supplementary Fig. 1a), whereas cells expressing somato-
statin mRNA (Som, also known as Sst) were found in multiple strata 
of all hippocampal regions (Supplementary Fig. 1b). In situ hybridi-
zation for Som combined with immunohistochemistry for Tomato 
revealed that the vast majority (95.1%, 214/225 cells) of Tomato+ cells 
were also Som+ and comprised a subpopulation (35.2%, 214 of 608 
neurons) of CA1 Som+ interneurons (Supplementary Fig. 1c,d).

Reconstructions of biocytin-filled Tomato+ neurons (Fig. 1b) typi-
cally (87.6%, 148 of 169) displayed OLM cell morphology, that is, cell 
bodies and horizontal dendrites in stratum oriens and axons run-
ning perpendicularly to SLM, where they branched considerably and 
terminated. The remaining neurons had morphologies compatible 

with pyramidal cells (4.1%), and trilaminar (4.1%), bistratified 
(1.8%) and stratum radiatum (2.4%) interneurons. Tomato+ cells  
(n = 126) displayed mean input resistance of 293.3  9.6 M , resting 
membrane potential of −60.3  0.3 mV, capacitance of 31.5  0.7 pF, 
low-frequency discharge and a ‘sag’ in response to hyperpolarizing 
current injection (Fig. 1b), which are membrane properties typical 
of OLM cells20. These neurons fired spontaneous action potentials at 
low frequencies (1.1  0.2 Hz in whole-cell recordings, n = 15; 4.3  
1.0 Hz in cell-attached recordings, n = 10). Single-cell reverse tran-
scription PCR to detect glutamic acid decarboxylase 67 (Gad67, also 
known as Gad1) mRNA (n = 25 of 25 neurons) and in situ hybridi-
zation for vesicular inhibitory amino acid transporter (Viaat, also 
known as Slc32a1) mRNA (Supplementary Fig. 2a) confirmed the 
inhibitory nature of the Tomato+ cells. Together, these results indicate 
that Chrna2-cre–driven Tomato+ expression was highly specific for 
OLM cells in the CA1 region and subiculum. These cells are hereafter 
referred to as OLM 2 cells.

OLM cells gate CA1 inputs
Morphological and electrophysiological data have shown that OLM 
cells exert strong inhibition onto distal portions of pyramidal cell 
apical dendrites9. To corroborate these findings, we loaded pyrami-
dal cells with the intracellular voltage-sensitive dye (VSD) JPW3028  
(ref. 21) and QX314 (to block action potentials) while trigger-
ing action potentials in connected OLM 2 cells. Depolarization of 
dendrites was achieved by pyramidal cell somatic current injection  
(100 pA, 400 ms). We examined the spatial distribution of OLM 2 
cell inhibition onto pyramidal cell dendrites by triggering action 
potentials in connected OLM 2 cells at the end of the pyramidal 
cell depolarization current step. As expected, we found that OLM 2 

Figure 1 Chrna2 is a marker for CA1 OLM interneurons. (a) Photomicrograph  
of a horizontal hippocampal slice of a Chrna2-cre; R26tom mouse 
showing the distribution of Tomato+ cell bodies in stratum oriens (SO). 
Note the dense axonal arborizations of Tomato+ cells in SLM and the 
absence of Tomato+ cell bodies in CA3 or dentate gyrus (DG). Scale 
bar represents 100 m. (b) Reconstruction of a biocytin-filled Tomato+ 
neuron (dendrites, red; axon, black; scale bar represents 20 m).  
Inset, typical membrane response of a hippocampal Tomato+ neuron  
to hyper- and depolarizing current injection (scale bars represent  
100 ms, 15 mV). SP, stratum pyramidale; SR, stratum radiatum. (c) Left, 
diagram of experimental setup with temporoammonic stimulation  
(TA stim; red) and green box delineating where VSD imaging was 
performed. The hippocampus diagram was adapted from ref. 47. Middle, 
VSD fluorescent responses to temporoammonic stimulation (ten pulses,  
20 Hz) were measured at rectangular regions in stratum radiatum (black) 
and SLM (red). The excitation spread was defined as the ratio between 
the fluorescence variation in stratum radiatum and SLM, measured 
50 ms after stimulus onset. Right, comparison of Chrna2-cre (1) and 
Chrna2-cre; ViaatloxP/loxP (2) mice. Error bars denote  s.e.m. *P < 0.05. 
(d) Top, expression of ChR2/YFP in Chrna2-cre cells in a hippocampal 
slice used for VSD imaging and optogenetic stimulation of OLMChR2 
cells. Scale bar represents 50 m. Bottom left, fluorescence changes at 
stratum radiatum following Schaffer collateral stimulation with or  
without application of a 1.4-mW laser light pulse. Bottom right, 
excitation of OLMChR2 cells with light produced an increase in the 
depolarization at stratum radiatum following Schaffer collateral 
stimulation measured as the area under the curve of the fluorescence 
signal change in response to Schaffer collateral stimulation.  
(e) Schematic and image of a pyramidal cell (PC) dendritic voltage-clamp 
recording at stratum radiatum (left). Recordings of typical traces show 
excitation from AMPA EPSCs (isolated by blocking NMDA with AP5) 
elicited by Schaffer collateral (SC) stimulation in control (black) and 
during blue light stimulation (horizontal bar) targeted at CA1 stratum oriens (red). The box plot shows increased summation of AMPA-mediated EPSCs 
during blue light stimulation of the CA1 stratum oriens region (red) compared with no light stimulation (black). Scale bar represents 20 m.
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based on harmonic frequency calculations. Al-
though these cyclic clusters all have multiple
O–H vibrational bands, the most intense ones
for each cluster size (the ring stretches) are close
in frequency and thus merge into a single band,
which is particularly intense. Indeed, ab initio
calculations show that the intensities of the O–H
modes associated with less symmetric struc-
tures, in which the molecules are inequivalent,
are much smaller than for the cyclic structures
(26). Analogous effects were observed in the
case of the linear chains of HCN (27), where the
most redshifted C–H stretches have the highest
intensity. The application of a large electric field
has no influence on this band, which further
supports the cyclic structure. In contrast with the
polar chains of HCN reported previously (28),
for which an electric field markedly sharpens
and intensifies the spectrum, the equilibrium
geometry for the cyclic water hexamer is non-
polar and no such effect is expected. The cyclic
tetramer is also nonpolar, and although the cy-
clic trimer and pentamer have polar equilibrium
structures, vibrational averaging yields an effec-
tive dipole moment of zero (29).

Having established that the water mole-
cules insert into a preexisting hydrogen-
bonded ring of smaller size, the continuation
of this growth pattern naturally leads to the
formation of a cyclic hexamer. The path be-
tween this hexamer and the cage will involve
a great deal of hydrogen bond rearrangement,
which we expect will be difficult in liquid
helium (see Fig. 1). Apparently, there is not
enough energy available to the system to
reach the three-dimensional cage. Several
other local minima lie lower in energy than
the cyclic hexamer (26). Thus, we have not
simply formed the next higher energy isomer
of the hexamer but rather have used this
growth process to steer the system kinetically
to this specific structural isomer.

Despite considerable effort, we found no
evidence for the cyclic heptamer in the heli-
um spectra. At the present time, we are un-
sure whether this means that the cyclic hep-
tamer is not stabilized by the helium or if the
frequency shift between this species and the
cyclic hexamer is simply too small to permit
us to resolve the corresponding peaks. We
note that there is a weak band further to the
red (indicated by the question mark in Fig. 1),
which could be due to either a small amount
of cage hexamer that has managed to rear-
range or the heptamer in a cage form. Further
ab initio calculations on both the cyclic and
cage forms of the heptamer will be helpful in
determining what happens with the larger
water clusters grown in helium.

These experiments show that growth in liq-
uid helium can provide access to different struc-
tures than those obtained from gas-phase nucle-
ation, allowing us to explore at least some of the
rich structural landscape that has been identified
by theoretical calculations. The cyclic water

hexamer is the smallest possible ice-like cluster,
and its detailed study should provide important
insights into the properties of bulk ice. Molec-
ular dynamics studies show that this cyclic
motif is also important in liquid water. The
present study suggests a class of experiments
that, when combined with the corresponding
theoretical calculations, could shed light on this
interesting hydrogen bond ring insertion pro-
cess. Because a chainlike trimer has also been
shown to be a local minimum on the corre-
sponding surface (20), we are hopeful that with
further improvements to the sensitivity of the
apparatus, water chains might also be observed.
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Distal Initiation and Active
Propagation of Action

Potentials in Interneuron
Dendrites

Marco Martina,1 Imre Vida,2 Peter Jonas1*

Fast and reliable activation of inhibitory interneurons is critical for the stability of
cortical neuronal networks. Active conductances in dendrites may facilitate inter-
neuron activation, but direct experimental evidence was unavailable. Patch-clamp
recordings fromdendrites of hippocampal oriens-alveus interneurons revealed high
densities of voltage-gated sodium and potassium ion channels. Simultaneous re-
cordings from dendrites and somata suggested that action potential initiation
occurs preferentially in the axon with long threshold stimuli, but can be shifted to
somatodendritic sites when brief stimuli are applied. After initiation, action po-
tentials propagate over the somatodendritic domainwith constant amplitude, high
velocity, and reliability, even during high-frequency trains.

!-Aminobutyric acid (GABA)–containing in-
terneurons control the activity of cortical neu-
ronal networks (1). Interneurons mediate

feedback and feedforward inhibition (2), set
the threshold for initiation of axonal Na"

action potentials and dendritic Ca2" spikes in
principal neurons (3), and participate in the
generation of oscillatory activity (4 ). In
many circuits, interneurons operate as co-
incidence detectors or relays that are acti-
vated with very short delay by a small
number of principal neurons (5). The mech-
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based on harmonic frequency calculations. Al-
though these cyclic clusters all have multiple
O–H vibrational bands, the most intense ones
for each cluster size (the ring stretches) are close
in frequency and thus merge into a single band,
which is particularly intense. Indeed, ab initio
calculations show that the intensities of the O–H
modes associated with less symmetric struc-
tures, in which the molecules are inequivalent,
are much smaller than for the cyclic structures
(26). Analogous effects were observed in the
case of the linear chains of HCN (27), where the
most redshifted C–H stretches have the highest
intensity. The application of a large electric field
has no influence on this band, which further
supports the cyclic structure. In contrast with the
polar chains of HCN reported previously (28),
for which an electric field markedly sharpens
and intensifies the spectrum, the equilibrium
geometry for the cyclic water hexamer is non-
polar and no such effect is expected. The cyclic
tetramer is also nonpolar, and although the cy-
clic trimer and pentamer have polar equilibrium
structures, vibrational averaging yields an effec-
tive dipole moment of zero (29).

Having established that the water mole-
cules insert into a preexisting hydrogen-
bonded ring of smaller size, the continuation
of this growth pattern naturally leads to the
formation of a cyclic hexamer. The path be-
tween this hexamer and the cage will involve
a great deal of hydrogen bond rearrangement,
which we expect will be difficult in liquid
helium (see Fig. 1). Apparently, there is not
enough energy available to the system to
reach the three-dimensional cage. Several
other local minima lie lower in energy than
the cyclic hexamer (26). Thus, we have not
simply formed the next higher energy isomer
of the hexamer but rather have used this
growth process to steer the system kinetically
to this specific structural isomer.

Despite considerable effort, we found no
evidence for the cyclic heptamer in the heli-
um spectra. At the present time, we are un-
sure whether this means that the cyclic hep-
tamer is not stabilized by the helium or if the
frequency shift between this species and the
cyclic hexamer is simply too small to permit
us to resolve the corresponding peaks. We
note that there is a weak band further to the
red (indicated by the question mark in Fig. 1),
which could be due to either a small amount
of cage hexamer that has managed to rear-
range or the heptamer in a cage form. Further
ab initio calculations on both the cyclic and
cage forms of the heptamer will be helpful in
determining what happens with the larger
water clusters grown in helium.

These experiments show that growth in liq-
uid helium can provide access to different struc-
tures than those obtained from gas-phase nucle-
ation, allowing us to explore at least some of the
rich structural landscape that has been identified
by theoretical calculations. The cyclic water

hexamer is the smallest possible ice-like cluster,
and its detailed study should provide important
insights into the properties of bulk ice. Molec-
ular dynamics studies show that this cyclic
motif is also important in liquid water. The
present study suggests a class of experiments
that, when combined with the corresponding
theoretical calculations, could shed light on this
interesting hydrogen bond ring insertion pro-
cess. Because a chainlike trimer has also been
shown to be a local minimum on the corre-
sponding surface (20), we are hopeful that with
further improvements to the sensitivity of the
apparatus, water chains might also be observed.
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Distal Initiation and Active
Propagation of Action

Potentials in Interneuron
Dendrites

Marco Martina,1 Imre Vida,2 Peter Jonas1*

Fast and reliable activation of inhibitory interneurons is critical for the stability of
cortical neuronal networks. Active conductances in dendrites may facilitate inter-
neuron activation, but direct experimental evidence was unavailable. Patch-clamp
recordings fromdendrites of hippocampal oriens-alveus interneurons revealed high
densities of voltage-gated sodium and potassium ion channels. Simultaneous re-
cordings from dendrites and somata suggested that action potential initiation
occurs preferentially in the axon with long threshold stimuli, but can be shifted to
somatodendritic sites when brief stimuli are applied. After initiation, action po-
tentials propagate over the somatodendritic domainwith constant amplitude, high
velocity, and reliability, even during high-frequency trains.

!-Aminobutyric acid (GABA)–containing in-
terneurons control the activity of cortical neu-
ronal networks (1). Interneurons mediate

feedback and feedforward inhibition (2), set
the threshold for initiation of axonal Na"

action potentials and dendritic Ca2" spikes in
principal neurons (3), and participate in the
generation of oscillatory activity (4 ). In
many circuits, interneurons operate as co-
incidence detectors or relays that are acti-
vated with very short delay by a small
number of principal neurons (5). The mech-
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Fig. 1. Interneuron dendrites
are the sites of synaptic input
and axonal output. (A) Infrared
differential interference con-
trast video image of a dendrite
of an oriens-alveus interneuron.
The patch pipette is placed at a
distance of 75 !m from the
center of the soma. (B) Soma-
tostatin immunoreactivity of a
biocytin-filled oriens-alveus in-
terneuron shown by fluores-
cent double labeling. (C) Cam-
era lucida reconstruction of a
biocytin-filled oriens-alveus in-
terneuron. Axon, red; soma and
dendrites, black. Str. l.-m., stra-
tum lacunosum-moleculare;
str. rad., stratum radiatum; str.
pyr., stratum pyramidale; str.
ori., stratum oriens. (D) Histo-
gram of the distance of the
axon initial segment (AIS) from
the center of the soma. Sub.,
subiculum. (E) Electron micro-
photograph of synapses on the
axon-bearing dendrite of an
oriens-alveus interneuron (65
!m from the soma). D, den-
drite; s, spinelike structure; b1, GABA-immunopositive bouton; b2, GABA-immu-
nonegative (putative excitatory) bouton. Arrowheads indicate synaptic clefts. (F)
Density of all synapses (three cells) and GABAergic synapses (solid portions of

bars, two cells) on five selected regions of oriens-alveus interneurons. Distal
dendrites are !100 !m from the soma, and proximal dendrites are "65 !m
from the soma. Error bars represent SEM.

Fig. 2. Active conductances
in dendrites of oriens-alveus
interneurons. (A) Na" and
K" currents in a dendritic
outside-out patch. Current in
control conditions, in the
presence of 500 nM external
TTX, and Na" current ob-
tained by digital subtraction.
Prepulse is to #120 mV (50
ms), and test pulse is to #10
mV. (B) Na" (solid symbols
and continuous lines) and K"

(open symbols and dashed
lines) current densities (INa
and IK, respectively), calcu-
lated from maximal inward
or outward current at #10
mV (15 ) and plotted against
distance from the center of
the soma (positive values in-
dicate the axon-bearing den-
drite). Four patches in which
neither Na" nor K" current
could be evoked (probably due
to vesicle formation) were ex-
cluded. (C) Na" channel acti-
vation curves. Solid symbols,
dendritic channels (11 patch-
es); open symbols, somatic
channels (6 patches). PNa, Na"

permeability; PNa max, maximal Na" permeability; V, voltage. Inset shows corre-
sponding Na" currents in dendritic outside-out patch. Data were fitted with
Boltzmann functions raised to the third power (midpoint potentials are #45.6
and #37.8 mV, respectively). Prepulses are to #120 mV (50 ms). Error bars in (C)
through (F) represent SEM. (D) Recovery of Na" channels from inactivation. The
30-ms pulses are to #10 mV; the interpulse potential is #120 mV. Inset shows
corresponding Na" inward currents during first and second pulse for interpulse
intervals $10 ms. Line represents the exponential function fitted to the data
points (time constant of 5.1 ms, five dendritic patches). (E) K" channel activation
curves. Solid symbols, dendritic channels; open symbols, somatic channels (12

patches in both cases). GK, K" conductance; GK max, maximal K" conductance.
Inset shows corresponding K" outward currents in dendritic outside-out patch.
Data were fitted with Boltzmann functions raised to the fourth power (midpoint
potentials are #15.3 and #15.6 mV, respectively). (F) Effect of 10 mM TEA on
patches from the axon-lacking dendrite, soma, and axon-bearing dendrite (5, 6,
and 8 patches, respectively). The 100-ms pulses are to 70 mV. ITEA, peak
K" current in the presence of TEA; IK tot, total K" current in control
conditions. The ratio of steady state to peak current was 0.75 % 0.05
(dendrite) and 0.66 % 0.07 (soma) in the control and 0.52 % 0.07
(dendrite) and 0.48 % 0.12 (soma) in 10 mM TEA.
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tostatin immunoreactivity of a
biocytin-filled oriens-alveus in-
terneuron shown by fluores-
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era lucida reconstruction of a
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drite; s, spinelike structure; b1, GABA-immunopositive bouton; b2, GABA-immu-
nonegative (putative excitatory) bouton. Arrowheads indicate synaptic clefts. (F)
Density of all synapses (three cells) and GABAergic synapses (solid portions of

bars, two cells) on five selected regions of oriens-alveus interneurons. Distal
dendrites are !100 !m from the soma, and proximal dendrites are "65 !m
from the soma. Error bars represent SEM.

Fig. 2. Active conductances
in dendrites of oriens-alveus
interneurons. (A) Na" and
K" currents in a dendritic
outside-out patch. Current in
control conditions, in the
presence of 500 nM external
TTX, and Na" current ob-
tained by digital subtraction.
Prepulse is to #120 mV (50
ms), and test pulse is to #10
mV. (B) Na" (solid symbols
and continuous lines) and K"

(open symbols and dashed
lines) current densities (INa
and IK, respectively), calcu-
lated from maximal inward
or outward current at #10
mV (15 ) and plotted against
distance from the center of
the soma (positive values in-
dicate the axon-bearing den-
drite). Four patches in which
neither Na" nor K" current
could be evoked (probably due
to vesicle formation) were ex-
cluded. (C) Na" channel acti-
vation curves. Solid symbols,
dendritic channels (11 patch-
es); open symbols, somatic
channels (6 patches). PNa, Na"

permeability; PNa max, maximal Na" permeability; V, voltage. Inset shows corre-
sponding Na" currents in dendritic outside-out patch. Data were fitted with
Boltzmann functions raised to the third power (midpoint potentials are #45.6
and #37.8 mV, respectively). Prepulses are to #120 mV (50 ms). Error bars in (C)
through (F) represent SEM. (D) Recovery of Na" channels from inactivation. The
30-ms pulses are to #10 mV; the interpulse potential is #120 mV. Inset shows
corresponding Na" inward currents during first and second pulse for interpulse
intervals $10 ms. Line represents the exponential function fitted to the data
points (time constant of 5.1 ms, five dendritic patches). (E) K" channel activation
curves. Solid symbols, dendritic channels; open symbols, somatic channels (12

patches in both cases). GK, K" conductance; GK max, maximal K" conductance.
Inset shows corresponding K" outward currents in dendritic outside-out patch.
Data were fitted with Boltzmann functions raised to the fourth power (midpoint
potentials are #15.3 and #15.6 mV, respectively). (F) Effect of 10 mM TEA on
patches from the axon-lacking dendrite, soma, and axon-bearing dendrite (5, 6,
and 8 patches, respectively). The 100-ms pulses are to 70 mV. ITEA, peak
K" current in the presence of TEA; IK tot, total K" current in control
conditions. The ratio of steady state to peak current was 0.75 % 0.05
(dendrite) and 0.66 % 0.07 (soma) in the control and 0.52 % 0.07
(dendrite) and 0.48 % 0.12 (soma) in 10 mM TEA.
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Exploring different dendritic channel distributions. We
explored eight combinations of dendritic channels (see
Table 1). These different cases include passive dendrites,
the HH currents, the HH currents combined with IA or Ih

alone, IA and Ih together or graded versions of IA and Ih

based on channel densities in pyramidal cells (Hoffman et
al. 1997; Magee, 1998, 1999). The graded Ih and IA channels
increase in density every 100 mm along the dendritic tree
by 37 pS mm_2 and 110 pS mm_2, respectively (see
Appendix, Table 3). Ion channel content and density in the
soma was kept constant for all simulations and contained
INa,s , IK,s , Ih and IA with densities as given in the Appendix.

Of all combinations of channels explored, only three
produce repetitive firing when tonic current is injected
into the soma (see Table 1). One is Case 2 (see Fig. 3), with
INa,d and IK,d in the dendrites, while the other two include
adding IA alone (Case 3) or both IA and Ih (Case 7) to the
dendritic HH channels. Furthermore, the latter two
distributions of channels do not produce spontaneous
firing (i.e. with no injected current). The remaining five
cases result in either a steady voltage output for all levels of
injected current, or show a transient spiking response that
is not sustained.

The distribution that best matches the electrophysiological
data is Case 2. This is the distribution of channels that
consists of all four ion channel types (INa,s, IK,s, IA and Ih) in
the soma, while the dendrites have two channel types (INa,d

and IK,d) (see Fig. 2). Our model interneuron spontaneously
fires at ~12 Hz with no injected current (Fig. 3D).
Although not a general property of interneurons, O-LM
interneurons are known to spontaneously fire at ~5–20 Hz
(Lacaille et al. 1987; Maccaferri & McBain, 1996a; Ali &
Thomson, 1998). The model interneuron continues to
match experimental recordings when 0.1 nA of sustained
current is injected into the soma. The response of the
model is very similar in shape, frequency and amplitude to
action potentials measured experimentally in this cell type
(see Fig. 3A and B). Figure 3C shows how the model
replicates the ‘sag’ in voltage at negative current injection
values that is characteristic for the O-LM interneuron
(Maccaferri & McBain, 1996a). This ‘sag’ is due to the
activation of the Ih channel. Figure 3D shows the

F. Saraga and others676 J Physiol 552.3

Figure 3. Characteristic electrophysiological
response of O-LM interneurons
A, experimentally measured voltage response of an O-LM
interneuron to 0.1 nA of injected current in the soma.
(Reprinted with permission from Martina et al. (2000)
Science 287, 295–300. Copyright 2000 of American
Association for the Advancement of Science.) B, voltage
response of model interneuron to 0.1 nA of injected current
into soma. C, frequency–response of model interneuron to
different injected current values into the soma. In ascending
order, the current pulses of 200 ms are _0.5, _0.3, _0.1 and
0.1 nA. A sustained current of _0.05 nA for 500 ms was
applied before the current pulses to suppress the
spontaneous firing of the model interneuron. The model
interneuron spontaneously fires (0 nA of current) at ~12 Hz.
The characteristic ‘sag’ due to the activation of the Ih channel
can be seen for negative current pulses.
D, frequency–response curve for model interneuron to
somatically injected current of different values. This model
interneuron corresponds to Case 2 in Table 1. 

Models and Motivation

Jo
ur

na
l o

f P
hy

si
ol

og
y

A fundamental issue in neuroscience is to understand how
synaptic and intrinsic properties interact and integrate to
produce neuronal output that is appropriate to its
functional role. Interest in GABAergic cortical and
hippocampal interneurons has grown in recent years due
to the discoveries that these cells do not just provide simple
inhibition, but also have a large impact on network
dynamics and population signal generation (Ylinen et al.
1995; Buzsáki, 2001; Wu et al. 2002). Although inter-
neurons only make up about 10–20 % of the neurons in
the neocortex or hippocampus, they are an extremely
heterogeneous population and it is unclear how best to
classify and thus understand their diverse profiles. These
differences in morphologies of axonal and dendritic
arbors, electrophysiological responses, ion channel
distribution and kinetics, neuromodulatory responses and
neurochemical content suggest functionally distinct roles
for interneurons (Freund & Buzsáki, 1996; Parra et al.
1998; McBain & Fisahn, 2001).

To understand these functional roles, we need to focus on
the specific characteristics of different interneurons. For
example, it has recently been shown that long-term
potentiation (LTP) can be induced specifically on the

stratum oriens-lacunosum/moleculare (O-LM) inter-
neuron (Perez et al. 2001). The O-LM interneuron is
located in hippocampus CA1 and its cell body and
dendritic tree lie horizontally in the oriens stratum while
the axon arborizes in the lacunosum/moleculare strata.
Furthermore, sodium channel density measured in the
dendrites of hippocampal O-LM interneurons is almost
double that found in CA1 pyramidal cells and almost triple
that found in neocortical neurons (Martina et al. 2000;
Migliore & Shepherd, 2002). Considering the distinctness
of the input and output orientation of this cell and its
feedback inhibition of pyramidal neurons in the CA1
circuitry, what might the functional implications of these
highly active dendrites be? The role of O-LM interneurons
in CA1 network activities remains to be clearly defined.

Given how widespread the dendrites of interneurons are in
the local circuitry of the cortex and hippocampus, the
dendritic arbors of interneurons cannot be ignored.
However, recording from dendrites of pyramidal cells is
difficult, and even more so for interneurons. Thus, the
creation and use of multi-compartment models is
required. Indeed, our understanding of dendritic function
has been greatly enhanced by theoretical and experimental

Active dendrites and spike propagation in multi-
compartment models of oriens-lacunosum/moleculare
hippocampal interneurons
F. Saraga*‡, C. P. Wu*, L. Zhang*† and F. K. Skinner*†‡§
*Toronto Western Research Institute, University Health Network, Departments of †Medicine (Neurology) and ‡Physiology and §Institute of
Biomaterials and Biomedical Engineering, University of Toronto, Toronto, Ontario, Canada M5T 2S8

It is well known that interneurons are heterogeneous in their morphologies, biophysical properties,
pharmacological sensitivities and electrophysiological responses, but it is unknown how best to
understand this diversity. Given their critical roles in shaping brain output, it is important to try to
understand the functionality of their computational characteristics. To do this, we focus on specific
interneuron subtypes. In particular, it has recently been shown that long-term potentiation is
induced specifically on oriens-lacunosum/moleculare (O-LM) interneurons in hippocampus CA1
and that the same cells contain the highest density of dendritic sodium and potassium conductances
measured to date. We have created multi-compartment models of an O-LM hippocampal
interneuron using passive properties, channel kinetics, densities and distributions specific to this
cell type, and explored its signalling characteristics. We found that spike initiation depends on both
location and amount of input, as well as the intrinsic properties of the interneuron. Distal synaptic
input always produces strong back-propagating spikes whereas proximal input could produce both
forward- and back-propagating spikes depending on the input strength. We speculate that the
highly active dendrites of these interneurons endow them with a specialized function within the
hippocampal circuitry by allowing them to regulate direct and indirect signalling pathways within
the hippocampus.
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Exploring different dendritic channel distributions. We
explored eight combinations of dendritic channels (see
Table 1). These different cases include passive dendrites,
the HH currents, the HH currents combined with IA or Ih

alone, IA and Ih together or graded versions of IA and Ih

based on channel densities in pyramidal cells (Hoffman et
al. 1997; Magee, 1998, 1999). The graded Ih and IA channels
increase in density every 100 mm along the dendritic tree
by 37 pS mm_2 and 110 pS mm_2, respectively (see
Appendix, Table 3). Ion channel content and density in the
soma was kept constant for all simulations and contained
INa,s , IK,s , Ih and IA with densities as given in the Appendix.

Of all combinations of channels explored, only three
produce repetitive firing when tonic current is injected
into the soma (see Table 1). One is Case 2 (see Fig. 3), with
INa,d and IK,d in the dendrites, while the other two include
adding IA alone (Case 3) or both IA and Ih (Case 7) to the
dendritic HH channels. Furthermore, the latter two
distributions of channels do not produce spontaneous
firing (i.e. with no injected current). The remaining five
cases result in either a steady voltage output for all levels of
injected current, or show a transient spiking response that
is not sustained.

The distribution that best matches the electrophysiological
data is Case 2. This is the distribution of channels that
consists of all four ion channel types (INa,s, IK,s, IA and Ih) in
the soma, while the dendrites have two channel types (INa,d

and IK,d) (see Fig. 2). Our model interneuron spontaneously
fires at ~12 Hz with no injected current (Fig. 3D).
Although not a general property of interneurons, O-LM
interneurons are known to spontaneously fire at ~5–20 Hz
(Lacaille et al. 1987; Maccaferri & McBain, 1996a; Ali &
Thomson, 1998). The model interneuron continues to
match experimental recordings when 0.1 nA of sustained
current is injected into the soma. The response of the
model is very similar in shape, frequency and amplitude to
action potentials measured experimentally in this cell type
(see Fig. 3A and B). Figure 3C shows how the model
replicates the ‘sag’ in voltage at negative current injection
values that is characteristic for the O-LM interneuron
(Maccaferri & McBain, 1996a). This ‘sag’ is due to the
activation of the Ih channel. Figure 3D shows the
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Figure 3. Characteristic electrophysiological
response of O-LM interneurons
A, experimentally measured voltage response of an O-LM
interneuron to 0.1 nA of injected current in the soma.
(Reprinted with permission from Martina et al. (2000)
Science 287, 295–300. Copyright 2000 of American
Association for the Advancement of Science.) B, voltage
response of model interneuron to 0.1 nA of injected current
into soma. C, frequency–response of model interneuron to
different injected current values into the soma. In ascending
order, the current pulses of 200 ms are _0.5, _0.3, _0.1 and
0.1 nA. A sustained current of _0.05 nA for 500 ms was
applied before the current pulses to suppress the
spontaneous firing of the model interneuron. The model
interneuron spontaneously fires (0 nA of current) at ~12 Hz.
The characteristic ‘sag’ due to the activation of the Ih channel
can be seen for negative current pulses.
D, frequency–response curve for model interneuron to
somatically injected current of different values. This model
interneuron corresponds to Case 2 in Table 1. 



21.0 ! 3.1 pA (Fig. 2G) ( p " 0.002; n "
15) and the mean Ihold at #30 mV from
128 ! 16 to 227 ! 32 pA (Fig. 2H) ( p "
0.0001; n " 15). The initial IM amplitude
and the magnitude of the increase in Ihold

at #30 mV by retigabine were correlated
( p " 0.016; n " 15). Figure 2 I plots the
mean Ihold at #30 mV, normalized to the
initial Ihold, for each of the three drug con-
ditions. Note that linopirdine and XE-991
overlap well in both magnitude and time
course of inhibition of Ihold at #30 mV. In
summary, using three different modula-
tors of Kv7 channels, these data reveal the
presence of IM in SO interneurons.

Tetraethylammonium sensitivity of
interneuronal IM

In recombinant and native systems, Kv7.2-
containing subunits are selectively blocked
by submillimolar concentrations of tetra-
ethylammonium (TEA) (Hadley et al.,
2000, 2003; Shah et al., 2002). To deter-
mine whether Kv7.2-containing channels
contributed to IM in SO interneurons, 0.5
mM TEA was applied to SO interneurons
held at #30 mV (Fig. 3). For these experi-
ments, SO recordings were limited to
those in which IM amplitude was detected
(Fig. 3A). A 4 min application of 0.5 mM

TEA blocked the IM amplitude from
26.9 ! 6.9 to 13.1 ! 4.4 pA ( p " 0.002;
n " 10) (Fig. 3B) and reduced Ihold at #30
mV (from 160.3 ! 39.0 to 132.2 ! 37.4
pA; p " 2.6 $ 10#5; n " 10) (Fig. 3C). We
then asked whether 4 !M XE-991 could
occlude the effects of TEA on IM amplitude
and Ihold. Application of 4 !M XE-991 in-
hibited IM (38.6 ! 6.9 to 6.2 ! 1.1 pA) and
reduced Ihold at #30 mV (246.3 ! 26.2 to
192.5 ! 29.4 pA; p " 0.0006), but subse-
quent application of 0.5 mM TEA plus 4
!M XE-991 did not produce a further re-
duction in IM amplitude (5.8 ! 1.6 to
5.7 ! 2.0 pA; p " 0.97; n " 7) (Fig. 3B) or
Ihold (188.9 ! 41.2 to 185.5 ! 35.6 pA; p "
0.86; n " 7) (Fig. 3C). These findings sug-
gest that a substantial fraction of IM is car-
ried by TEA-sensitive, Kv7.2-containing
subunits.

Morphology of IM-containing
SO interneurons
In 48 cells from wild-type animals in
which sufficient biocytin filling of the axon
permitted identification of the cell type, 43
IM-containing cells were found to be
O-LM cells (89.6%), consistent with
O-LM cells being a commonly encountered cell type in SO (Mac-
caferri, 2005). Other IM-containing cells included four cells in
which the axon terminated primarily in the pyramidal cell layer
(8.3%), which most likely correspond to basket cells (Fig. 4, cell
4), and one cell in which the axon ramified primarily in SO

(2.1%). Representative Neurolucida reconstructions of five IM-
containing cells are shown in Figure 4. As previously described in
rats (Martina et al., 2000), O-LM cell morphologies featured cells
in which the axon originated either from a proximal dendrite
(cells 1, 2) or the soma (cells 3, 5).

Figure 3. TEA sensitivity of interneuron IM. TEA (0.5 mM) was bath applied to SO interneurons or after inhibition of IM with 4 !M

XE-991 (XE). A, Current response to a #20 mV step from #30 mV under control conditions (cont) and after a 4 min application of
0.5 mM TEA. Gray lines in A indicate single exponential fits from which IM amplitude was obtained. Plots of IM amplitude (B) and
Ihold (C) at #30 mV for each condition (n " 10) are shown. Filled symbols indicate recordings from morphologically identified
O-LM cells.

Figure 4. Anatomical identification of IM-containing SO interneurons. Neurolucida reconstructions of 4 O-LM cells (cells 1–3, 5)
and one putative basket cell (cell 4) are shown. Strata are labeled stratum oriens (o), pyramidale (p), radiatum (r), and lacunosum
moleculare (lm). Cells 1 and 2 were used in subsequent simulations. Arrows denote where the axon emerged from the dendrite
(cells 1 and 2) or cell body (cells 3–5).
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Somatodendritic Kv7/KCNQ/M Channels Control Interspike
Interval in Hippocampal Interneurons

J. Josh Lawrence,1* Fernanda Saraga,2,3,4* Joseph F. Churchill,1 Jeffrey M. Statland,1 Katherine E. Travis,1

Frances K. Skinner,2,3,4,5 and Chris J. McBain1

1Laboratory of Cellular and Synaptic Neurophysiology, National Institute of Child Health and Human Development, National Institutes of Health, Bethesda,
Maryland 20892, 2Toronto Western Research Institute, University Health Network, 3Department of Physiology, 4Department of Medicine (Neurology), and
5Institute of Biomaterials and Biomedical Engineering, University of Toronto, Toronto, Ontario, Canada M5T 2S8

The M-current (IM ), comprised of Kv7 channels, is a voltage-activated K ! conductance that plays a key role in the control of cell
excitability. In hippocampal principal cells, IM controls action potential (AP) accommodation and contributes to the medium-duration
afterhyperpolarization, but the role of IM in control of interneuron excitability remains unclear. Here, we investigated IM in hippocampal
stratum oriens (SO) interneurons, both from wild-type and transgenic mice in which green fluorescent protein (GFP) was expressed in
somatostatin-containing interneurons. Somatodendritic expression of Kv7.2 or Kv7.3 subunits was colocalized in a subset of GFP! SO
interneurons, corresponding to oriens-lacunosum moleculare (O-LM) cells. Under voltage clamp (VC) conditions at "30 mV, the Kv7
channel antagonists linopirdine/XE-991 abolished the IM amplitude present during relaxation from "30 to "50 mV and reduced the
holding current (Ihold ). In addition, 0.5 mM tetraethylammonium reduced IM , suggesting that IM was composed of Kv7.2-containing
channels. In contrast, the Kv7 channel opener retigabine increased IM amplitude and Ihold. When strongly depolarized in VC, the
linopirdine-sensitive outward current activated rapidly and comprised up to 20% of the total current. In current-clamp recordings from
GFP! SO cells, linopirdine induced depolarization and increased AP frequency, whereas retigabine induced hyperpolarization and
arrested firing. In multicompartment O-LM interneuron models that incorporated IM , somatodendritic placement of Kv7 channels best
reproduced experimentally measured IM. The models suggest that Kv3- and Kv7-mediated channels both rapidly activate during single
APs; however, Kv3 channels control rapid repolarization of the AP, whereas Kv7 channels primarily control the interspike interval.

Key words: antiepileptic; action potential; hippocampus; interneuron; M-current; neuromodulation; potassium channel

Introduction
The M-current (IM) is a K! conductance known to operate at
subthreshold voltages and is a common target of neuromodula-
tion throughout the CNS (Jentsch, 2000; Cooper and Jan, 2003).
In CA1 pyramidal cells, IM is inhibited by muscarinic acetylcho-
line receptor (mAChR) activation (Halliwell and Adams, 1982),
controls action potential (AP) frequency (Gu et al., 2005), and
generates a medium afterhyperpolarization (mAHP) after single
or multiple APs (Gu et al., 2005) that prevents the development of
a postspike afterdepolarization (Yue and Yaari, 2004). In these

cells, IM is probably composed of Kv7.2 and Kv7.3 channel sub-
units (Wang et al., 1998; Shah et al., 2002), the expression of
which is critical in controlling cell and network excitability (Pe-
ters et al., 2005).

Hippocampal interneurons are also highly sensitive to neuro-
modulation (Parra et al., 1998), which may be important in pro-
moting coherent oscillations and synchronization in the hip-
pocampus (Toth et al., 1997; Buzsaki, 2002; Cobb and Davies,
2005; Lawrence et al., 2006b). Although interneurons are
strongly activated by acetylcholine (McQuiston and Madison,
1999; Lawrence et al., 2006a) and possess numerous K! conduc-
tances (Zhang and McBain, 1995a,b; Martina et al., 1998, 2000;
Lien et al., 2002; Lien and Jonas, 2003), the question of whether
interneurons possess IM has received little attention. Recently, we
demonstrated that oriens-lacunosum moleculare (O-LM) cells
generate a large mAChR-dependent afterdepolarization that is
partially dependent on IM inhibition (Lawrence et al., 2006a), but
the nature of how IM itself impacts excitability in stratum oriens
(SO) interneurons has not yet been explored in detail. Moreover,
the cellular localization of Kv7 channels in neurons has recently
become a point of interest. Although early immunocytochemical
evidence indicated that Kv7 subunits were localized somatoden-
dritically on hippocampal pyramidal cells (Cooper et al., 2000;
Shah et al., 2002) and interneurons (Cooper et al., 2001), an
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21.0 ! 3.1 pA (Fig. 2G) ( p " 0.002; n "
15) and the mean Ihold at #30 mV from
128 ! 16 to 227 ! 32 pA (Fig. 2H) ( p "
0.0001; n " 15). The initial IM amplitude
and the magnitude of the increase in Ihold

at #30 mV by retigabine were correlated
( p " 0.016; n " 15). Figure 2 I plots the
mean Ihold at #30 mV, normalized to the
initial Ihold, for each of the three drug con-
ditions. Note that linopirdine and XE-991
overlap well in both magnitude and time
course of inhibition of Ihold at #30 mV. In
summary, using three different modula-
tors of Kv7 channels, these data reveal the
presence of IM in SO interneurons.

Tetraethylammonium sensitivity of
interneuronal IM

In recombinant and native systems, Kv7.2-
containing subunits are selectively blocked
by submillimolar concentrations of tetra-
ethylammonium (TEA) (Hadley et al.,
2000, 2003; Shah et al., 2002). To deter-
mine whether Kv7.2-containing channels
contributed to IM in SO interneurons, 0.5
mM TEA was applied to SO interneurons
held at #30 mV (Fig. 3). For these experi-
ments, SO recordings were limited to
those in which IM amplitude was detected
(Fig. 3A). A 4 min application of 0.5 mM

TEA blocked the IM amplitude from
26.9 ! 6.9 to 13.1 ! 4.4 pA ( p " 0.002;
n " 10) (Fig. 3B) and reduced Ihold at #30
mV (from 160.3 ! 39.0 to 132.2 ! 37.4
pA; p " 2.6 $ 10#5; n " 10) (Fig. 3C). We
then asked whether 4 !M XE-991 could
occlude the effects of TEA on IM amplitude
and Ihold. Application of 4 !M XE-991 in-
hibited IM (38.6 ! 6.9 to 6.2 ! 1.1 pA) and
reduced Ihold at #30 mV (246.3 ! 26.2 to
192.5 ! 29.4 pA; p " 0.0006), but subse-
quent application of 0.5 mM TEA plus 4
!M XE-991 did not produce a further re-
duction in IM amplitude (5.8 ! 1.6 to
5.7 ! 2.0 pA; p " 0.97; n " 7) (Fig. 3B) or
Ihold (188.9 ! 41.2 to 185.5 ! 35.6 pA; p "
0.86; n " 7) (Fig. 3C). These findings sug-
gest that a substantial fraction of IM is car-
ried by TEA-sensitive, Kv7.2-containing
subunits.

Morphology of IM-containing
SO interneurons
In 48 cells from wild-type animals in
which sufficient biocytin filling of the axon
permitted identification of the cell type, 43
IM-containing cells were found to be
O-LM cells (89.6%), consistent with
O-LM cells being a commonly encountered cell type in SO (Mac-
caferri, 2005). Other IM-containing cells included four cells in
which the axon terminated primarily in the pyramidal cell layer
(8.3%), which most likely correspond to basket cells (Fig. 4, cell
4), and one cell in which the axon ramified primarily in SO

(2.1%). Representative Neurolucida reconstructions of five IM-
containing cells are shown in Figure 4. As previously described in
rats (Martina et al., 2000), O-LM cell morphologies featured cells
in which the axon originated either from a proximal dendrite
(cells 1, 2) or the soma (cells 3, 5).

Figure 3. TEA sensitivity of interneuron IM. TEA (0.5 mM) was bath applied to SO interneurons or after inhibition of IM with 4 !M

XE-991 (XE). A, Current response to a #20 mV step from #30 mV under control conditions (cont) and after a 4 min application of
0.5 mM TEA. Gray lines in A indicate single exponential fits from which IM amplitude was obtained. Plots of IM amplitude (B) and
Ihold (C) at #30 mV for each condition (n " 10) are shown. Filled symbols indicate recordings from morphologically identified
O-LM cells.

Figure 4. Anatomical identification of IM-containing SO interneurons. Neurolucida reconstructions of 4 O-LM cells (cells 1–3, 5)
and one putative basket cell (cell 4) are shown. Strata are labeled stratum oriens (o), pyramidale (p), radiatum (r), and lacunosum
moleculare (lm). Cells 1 and 2 were used in subsequent simulations. Arrows denote where the axon emerged from the dendrite
(cells 1 and 2) or cell body (cells 3–5).
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Using Multi-compartment Ensemble Modeling as an Investigative Tool of 
Spatially Distributed Biophysical Balances

“The question of biological correctness and appropriateness is an evolving process, 
especially concerning densities, kinetics, and distributions of voltage-gated channels...”

Sekulić et al. 2014

...taking advantage of previous works and insights

Cycling Process: Hyperpolarization-activated inward currents (Ih) in dendrites?



Sekulić et al. 2015 

21.0 ! 3.1 pA (Fig. 2G) ( p " 0.002; n "
15) and the mean Ihold at #30 mV from
128 ! 16 to 227 ! 32 pA (Fig. 2H) ( p "
0.0001; n " 15). The initial IM amplitude
and the magnitude of the increase in Ihold

at #30 mV by retigabine were correlated
( p " 0.016; n " 15). Figure 2 I plots the
mean Ihold at #30 mV, normalized to the
initial Ihold, for each of the three drug con-
ditions. Note that linopirdine and XE-991
overlap well in both magnitude and time
course of inhibition of Ihold at #30 mV. In
summary, using three different modula-
tors of Kv7 channels, these data reveal the
presence of IM in SO interneurons.

Tetraethylammonium sensitivity of
interneuronal IM

In recombinant and native systems, Kv7.2-
containing subunits are selectively blocked
by submillimolar concentrations of tetra-
ethylammonium (TEA) (Hadley et al.,
2000, 2003; Shah et al., 2002). To deter-
mine whether Kv7.2-containing channels
contributed to IM in SO interneurons, 0.5
mM TEA was applied to SO interneurons
held at #30 mV (Fig. 3). For these experi-
ments, SO recordings were limited to
those in which IM amplitude was detected
(Fig. 3A). A 4 min application of 0.5 mM

TEA blocked the IM amplitude from
26.9 ! 6.9 to 13.1 ! 4.4 pA ( p " 0.002;
n " 10) (Fig. 3B) and reduced Ihold at #30
mV (from 160.3 ! 39.0 to 132.2 ! 37.4
pA; p " 2.6 $ 10#5; n " 10) (Fig. 3C). We
then asked whether 4 !M XE-991 could
occlude the effects of TEA on IM amplitude
and Ihold. Application of 4 !M XE-991 in-
hibited IM (38.6 ! 6.9 to 6.2 ! 1.1 pA) and
reduced Ihold at #30 mV (246.3 ! 26.2 to
192.5 ! 29.4 pA; p " 0.0006), but subse-
quent application of 0.5 mM TEA plus 4
!M XE-991 did not produce a further re-
duction in IM amplitude (5.8 ! 1.6 to
5.7 ! 2.0 pA; p " 0.97; n " 7) (Fig. 3B) or
Ihold (188.9 ! 41.2 to 185.5 ! 35.6 pA; p "
0.86; n " 7) (Fig. 3C). These findings sug-
gest that a substantial fraction of IM is car-
ried by TEA-sensitive, Kv7.2-containing
subunits.

Morphology of IM-containing
SO interneurons
In 48 cells from wild-type animals in
which sufficient biocytin filling of the axon
permitted identification of the cell type, 43
IM-containing cells were found to be
O-LM cells (89.6%), consistent with
O-LM cells being a commonly encountered cell type in SO (Mac-
caferri, 2005). Other IM-containing cells included four cells in
which the axon terminated primarily in the pyramidal cell layer
(8.3%), which most likely correspond to basket cells (Fig. 4, cell
4), and one cell in which the axon ramified primarily in SO

(2.1%). Representative Neurolucida reconstructions of five IM-
containing cells are shown in Figure 4. As previously described in
rats (Martina et al., 2000), O-LM cell morphologies featured cells
in which the axon originated either from a proximal dendrite
(cells 1, 2) or the soma (cells 3, 5).

Figure 3. TEA sensitivity of interneuron IM. TEA (0.5 mM) was bath applied to SO interneurons or after inhibition of IM with 4 !M

XE-991 (XE). A, Current response to a #20 mV step from #30 mV under control conditions (cont) and after a 4 min application of
0.5 mM TEA. Gray lines in A indicate single exponential fits from which IM amplitude was obtained. Plots of IM amplitude (B) and
Ihold (C) at #30 mV for each condition (n " 10) are shown. Filled symbols indicate recordings from morphologically identified
O-LM cells.

Figure 4. Anatomical identification of IM-containing SO interneurons. Neurolucida reconstructions of 4 O-LM cells (cells 1–3, 5)
and one putative basket cell (cell 4) are shown. Strata are labeled stratum oriens (o), pyramidale (p), radiatum (r), and lacunosum
moleculare (lm). Cells 1 and 2 were used in subsequent simulations. Arrows denote where the axon emerged from the dendrite
(cells 1 and 2) or cell body (cells 3–5).
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21.0 ! 3.1 pA (Fig. 2G) ( p " 0.002; n "
15) and the mean Ihold at #30 mV from
128 ! 16 to 227 ! 32 pA (Fig. 2H) ( p "
0.0001; n " 15). The initial IM amplitude
and the magnitude of the increase in Ihold

at #30 mV by retigabine were correlated
( p " 0.016; n " 15). Figure 2 I plots the
mean Ihold at #30 mV, normalized to the
initial Ihold, for each of the three drug con-
ditions. Note that linopirdine and XE-991
overlap well in both magnitude and time
course of inhibition of Ihold at #30 mV. In
summary, using three different modula-
tors of Kv7 channels, these data reveal the
presence of IM in SO interneurons.

Tetraethylammonium sensitivity of
interneuronal IM

In recombinant and native systems, Kv7.2-
containing subunits are selectively blocked
by submillimolar concentrations of tetra-
ethylammonium (TEA) (Hadley et al.,
2000, 2003; Shah et al., 2002). To deter-
mine whether Kv7.2-containing channels
contributed to IM in SO interneurons, 0.5
mM TEA was applied to SO interneurons
held at #30 mV (Fig. 3). For these experi-
ments, SO recordings were limited to
those in which IM amplitude was detected
(Fig. 3A). A 4 min application of 0.5 mM

TEA blocked the IM amplitude from
26.9 ! 6.9 to 13.1 ! 4.4 pA ( p " 0.002;
n " 10) (Fig. 3B) and reduced Ihold at #30
mV (from 160.3 ! 39.0 to 132.2 ! 37.4
pA; p " 2.6 $ 10#5; n " 10) (Fig. 3C). We
then asked whether 4 !M XE-991 could
occlude the effects of TEA on IM amplitude
and Ihold. Application of 4 !M XE-991 in-
hibited IM (38.6 ! 6.9 to 6.2 ! 1.1 pA) and
reduced Ihold at #30 mV (246.3 ! 26.2 to
192.5 ! 29.4 pA; p " 0.0006), but subse-
quent application of 0.5 mM TEA plus 4
!M XE-991 did not produce a further re-
duction in IM amplitude (5.8 ! 1.6 to
5.7 ! 2.0 pA; p " 0.97; n " 7) (Fig. 3B) or
Ihold (188.9 ! 41.2 to 185.5 ! 35.6 pA; p "
0.86; n " 7) (Fig. 3C). These findings sug-
gest that a substantial fraction of IM is car-
ried by TEA-sensitive, Kv7.2-containing
subunits.

Morphology of IM-containing
SO interneurons
In 48 cells from wild-type animals in
which sufficient biocytin filling of the axon
permitted identification of the cell type, 43
IM-containing cells were found to be
O-LM cells (89.6%), consistent with
O-LM cells being a commonly encountered cell type in SO (Mac-
caferri, 2005). Other IM-containing cells included four cells in
which the axon terminated primarily in the pyramidal cell layer
(8.3%), which most likely correspond to basket cells (Fig. 4, cell
4), and one cell in which the axon ramified primarily in SO

(2.1%). Representative Neurolucida reconstructions of five IM-
containing cells are shown in Figure 4. As previously described in
rats (Martina et al., 2000), O-LM cell morphologies featured cells
in which the axon originated either from a proximal dendrite
(cells 1, 2) or the soma (cells 3, 5).

Figure 3. TEA sensitivity of interneuron IM. TEA (0.5 mM) was bath applied to SO interneurons or after inhibition of IM with 4 !M

XE-991 (XE). A, Current response to a #20 mV step from #30 mV under control conditions (cont) and after a 4 min application of
0.5 mM TEA. Gray lines in A indicate single exponential fits from which IM amplitude was obtained. Plots of IM amplitude (B) and
Ihold (C) at #30 mV for each condition (n " 10) are shown. Filled symbols indicate recordings from morphologically identified
O-LM cells.

Figure 4. Anatomical identification of IM-containing SO interneurons. Neurolucida reconstructions of 4 O-LM cells (cells 1–3, 5)
and one putative basket cell (cell 4) are shown. Strata are labeled stratum oriens (o), pyramidale (p), radiatum (r), and lacunosum
moleculare (lm). Cells 1 and 2 were used in subsequent simulations. Arrows denote where the axon emerged from the dendrite
(cells 1 and 2) or cell body (cells 3–5).
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....morphology and experimental recordings 
from the same cell needed (ongoing)

Non-uniform distributions of Ih and different kinetics 
could better reproduce experimental results
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Sekulić et al. Dendritic Ih in O-LM cells

it can offer due to biological variability inherent even across cells
of a single type (Marder and Taylor, 2011; Ransdell et al., 2013).
From that study we obtained a population of models that cap-
tured electrophysiological features of O-LM cell recordings as
exemplified by depolarizing and hyperpolarizing current steps.
These so-called highly ranked models did not possess the same
densities of conductances but instead exhibited balanced amounts
in such a way that O-LM cell output was captured.

In the study here, we used four of these highly ranked models,
two from each morphology, to perform a detailed examination of
h-channels in O-LM cell models. Details of the models are given
in the Methods and model parameter values are given in Table 1.
We then used a subset of these models to illustrate differen-
tial back-propagating action potential responses given proximal,
inhibitory inputs as might occur from the MS-DBB and a distal,
excitatory input.

OPTIMAL FITS ARE OBTAINED WITH EITHER NON-UNIFORM
h-CHANNEL DISTRIBUTIONS AND FIXED BASELINE Gh, OR UNIFORM
h-CHANNEL DISTRIBUTIONS AND FITTED BASELINE Gh

Since we are considering specific characteristics in a given cell
type, we need to be clear about the data and model being used.
Our experimental database from Sekulić et al. (2014) consisted
of 10 cells with ± 90 pA steps. We selected two −90 pA step volt-
age recordings from two different cells, chosen intentionally since
they exhibit different Vm minimum values. The somatic voltage
traces for the two cells are shown in Figure 3.

We chose highly ranked models with a baseline Gh = 0.1
pS/µm2 in all four cases, so as to have consistent baseline values
for comparison (See Table 1 for parameter values). We allowed
the h-channel activation time constant to vary due to the paucity
of data for activation time constant curves in the literature for
O-LM cells (see Models and Methods). Also, since the exper-
imental data were for a particular cell recording, the holding
current—required to keep the model’s initial Vm at −74 mV—
the leak conductance, and specific capacitance were also fit for
each optimization.

Using the experimental recordings and the four model cells, we
examined dendritic distributions of h-channels. We used either
linear or sigmoidal non-uniform dendritic distributions with
fixed baseline Gh (Figure 2). As control cases, we fitted the passive
properties or the passive properties and activation time constant
parameters (see Models and Methods). First, in comparing errors
between the models with uniform distributions in which only
the passive properties were fit (5.1165 ± 5.6543) and those in
which the passive properties and the activation time constant
were fit (1.3921 ± 1.5448), there was a large and statistically
significant decrease in the error (p = 0.0385, Figure 4, compare
“Passive” with “Passive, τ”). This is not too surprising as sev-
eral more parameters (t1, t2, . . . , t8) were introduced in fitting
the activation time constant. We obtained a further statistically
significant decrease in the error when the dendritic scaling fac-
tor, or kd, was included in the optimizations, using either linear
(0.3932 ± 0.2669, p = 0.0469, Figure 4, compare “Linear” with
“Passive, τ”) or sigmoidal dendritic Gh distributions (0.3585 ±
0.1757, p = 0.0415, Figure 4, compare “Sigmoidal” with “Passive,
τ”). However, there was no significant difference in the errors

FIGURE 4 | Sum of squared errors between the model and
experimental traces across different optimization procedures. Means
and standard deviations of sum-of-squared error measure (mV2) between
model and experimental somatic membrane voltage response across four
categories of model fitting: Rm and Cm only (“Passive”); Rm, Cm, and
activation time constant for Ih (“Passive, τ”); Rm, Cm, τ, and linear dendritic
Gh distribution (“Linear”); Rm, Cm, τ, and sigmoidal dendritic Gh
distribution (“Sigmoidal”); Rm, Cm, τ, with kd = 0 (resulting in a uniform
dendritic Gh distribution), but the baseline Gh allowed to vary (“Fitted Gh”).
Single stars (“∗”) denote significant differences in means across categories
denoted, according to a two-sample t-test (p < 0.05). For clarity, the
dendritic Gh distributions (uniform or non-uniform) are denoted in
parentheses for each case.

between models with linear and sigmoidal distributions (p =
0.7533, Figure 4, compare “Linear” with “Sigmoidal”).

In principle, one might expect that including this additional
free parameter (kd) would reduce the error. However, we note
that the equivalent case with no kd parameter included is a
possible outcome. That is, the case with fewer free parame-
ters (“Passive, τ” in Figure 4) is a subset of the possible results
for the optimization with more free parameters (“Linear” and
“Sigmoidal” in Figure 4), specifically when kd = 0. However,
even the models with optimized kd showed non-uniform dis-
tributions (kd ̸= 0), although morphology-specific differences
were apparent (see Section “Morphology-Specific Differences
in Dendritic h-Channel Distributions and Total Gh,” below).
Further, if we allowed the baseline Gh to vary as well as kd, non-
uniform distributions were still present (see Section “Selection of
Baseline Gh Values and Other Channel Conductances,” below).

To explore the possibility that models with non-uniform dis-
tributions and fixed baseline Gh had lower errors than the control
cases of fixed uniform distributions (the “Passive, τ” models in
Figure 4) only because of having an extra free parameter, we per-
formed additional simulations. These consisted of models where
kd was fixed to zero (corresponding to uniform distributions),
and the baseline Gh itself was allowed to vary. This resulted in
the same number of free parameters as the model optimizations
with fixed baseline Gh but kd having been allowed to vary. The
resulting optimized Gh values, with corresponding model errors,
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The hippocampus is a brain region that is involved in spatial navi-
gation and memory formation1,2, but the network mechanisms 
underlying these functions are not well understood. Recent evidence 
suggests that the control of pyramidal cell activity by GABAergic 
interneurons is required for the execution of hippocampal func-
tions3,4. Hippocampal interneurons are a diverse population of cell 
types that have distinct postsynaptic domains and therefore differ-
entially control input/output activity5; the precise roles of the dis-
tinct inhibitory cell types are currently unclear. The classification of 
hippocampal interneurons through their expression of proteins and 
peptides, including parvalbumin (PV), calretinin, calbindin, somato-
statin (SOM), vasoactive intestinal peptide and neuropeptide Y, has 
been a major framework for studying interneuron function6,7. To date, 
however, no single molecular marker is specific for any interneuron 
subtype, as defined by their pattern of pyramidal cell innervation. For 
example, PV+ cells include basket, bistratified and axo-axonic cells6, 
which target pyramidal cells at different subcellular compartments. 
In light of modern genetic techniques that can enhance or suppress 
cellular activity8, finding specific molecular markers for morphologi-
cally well-defined subtypes of GABAergic interneurons is important 
for understanding their role in information processing.

OLM cells are a major class of GABAergic interneurons in the 
outermost layer of the hippocampus (stratum oriens) with perpen-
dicular axonal projections to the innermost layer (stratum lacunosum- 
moleculare, SLM)5. CA1 OLM cells inhibit the distal apical dendrites 
of pyramidal cells, the same cellular compartment where the direct 
input originating from layer III of the entorhinal cortex arrives, 
forming the temporoammonic pathway9. OLM cells have been 
hypothesized to coordinate cell assemblies10 and to produce theta 

oscillations11,12, cross-frequency coupling10,13 and gating of long-
term potentiation (LTP)14. However, despite insights derived from 
computer simulations10,15, the function of OLM cells has not been 
directly demonstrated.

Notably, OLM cells are highly sensitive to nicotine14, but it is cur-
rently unknown whether cholinergic neurons from the medial septum 
and diagonal band of Broca (MS-DBB), the major source of acetylcho-
line to the hippocampus, directly target nicotine receptors in OLM 
cells. To the best of our knowledge, no functional study has yet shown 
fast cholinergic inputs originating from the MS-DBB to any known 
type of hippocampal neuron. It is currently believed that subcortical 
cholinergic afferents are mainly neuromodulatory, acting through 
slow metabotropic receptors16. In vitro, however, nicotine facilitates 
LTP of Schaffer collateral synapses onto CA1 pyramidal cells through 
receptors containing the nicotinic acetylcholine receptor 2 subunit 
(CHRNA2), which are exclusively present in stratum oriens14,17,18. 
Recent evidence suggests that CHRNA2 may be specifically expressed 
in OLM cells, which, in turn, could underlie the enhancement of 
Schaffer collateral–CA1 LTP by nicotine14,19. Thus, direct cholinergic 
excitation of OLM cells might be involved in switching the informa-
tion flow in CA1 from direct entorhinal cortex inputs carrying sensory 
information (temporoammonic pathway) to inputs carrying internal 
representations stored in CA3 (Schaffer collateral pathway)15.

To investigate this hypothesis, we generated a mouse line express-
ing Cre recombinase under the control of the Chrna2 promoter  
(Chrna2-cre). We found that CHRNA2 is a molecular marker that 
is specific for CA1 OLM cells in the hippocampus. Furthermore, 
we found that CA1 OLM cells inhibited distal portions of CA1  
pyramidal cell dendrites while disinhibiting proximal dendrites,  
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The vast diversity of GABAergic interneurons is believed to endow hippocampal microcircuits with the required flexibility for 
memory encoding and retrieval. However, dissection of the functional roles of defined interneuron types has been hampered by 
the lack of cell-specific tools. We identified a precise molecular marker for a population of hippocampal GABAergic interneurons 
known as oriens lacunosum-moleculare (OLM) cells. By combining transgenic mice and optogenetic tools, we found that OLM 
cells are important for gating the information flow in CA1, facilitating the transmission of intrahippocampal information (from 
CA3) while reducing the influence of extrahippocampal inputs (from the entorhinal cortex). Furthermore, we found that OLM cells 
were interconnected by gap junctions, received direct cholinergic inputs from subcortical afferents and accounted for the effect 
of nicotine on synaptic plasticity of the Schaffer collateral pathway. Our results suggest that acetylcholine acting through OLM 
cells can control the mnemonic processes executed by the hippocampus.
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which target pyramidal cells at different subcellular compartments. 
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dicular axonal projections to the innermost layer (stratum lacunosum- 
moleculare, SLM)5. CA1 OLM cells inhibit the distal apical dendrites 
of pyramidal cells, the same cellular compartment where the direct 
input originating from layer III of the entorhinal cortex arrives, 
forming the temporoammonic pathway9. OLM cells have been 
hypothesized to coordinate cell assemblies10 and to produce theta 

oscillations11,12, cross-frequency coupling10,13 and gating of long-
term potentiation (LTP)14. However, despite insights derived from 
computer simulations10,15, the function of OLM cells has not been 
directly demonstrated.

Notably, OLM cells are highly sensitive to nicotine14, but it is cur-
rently unknown whether cholinergic neurons from the medial septum 
and diagonal band of Broca (MS-DBB), the major source of acetylcho-
line to the hippocampus, directly target nicotine receptors in OLM 
cells. To the best of our knowledge, no functional study has yet shown 
fast cholinergic inputs originating from the MS-DBB to any known 
type of hippocampal neuron. It is currently believed that subcortical 
cholinergic afferents are mainly neuromodulatory, acting through 
slow metabotropic receptors16. In vitro, however, nicotine facilitates 
LTP of Schaffer collateral synapses onto CA1 pyramidal cells through 
receptors containing the nicotinic acetylcholine receptor 2 subunit 
(CHRNA2), which are exclusively present in stratum oriens14,17,18. 
Recent evidence suggests that CHRNA2 may be specifically expressed 
in OLM cells, which, in turn, could underlie the enhancement of 
Schaffer collateral–CA1 LTP by nicotine14,19. Thus, direct cholinergic 
excitation of OLM cells might be involved in switching the informa-
tion flow in CA1 from direct entorhinal cortex inputs carrying sensory 
information (temporoammonic pathway) to inputs carrying internal 
representations stored in CA3 (Schaffer collateral pathway)15.

To investigate this hypothesis, we generated a mouse line express-
ing Cre recombinase under the control of the Chrna2 promoter  
(Chrna2-cre). We found that CHRNA2 is a molecular marker that 
is specific for CA1 OLM cells in the hippocampus. Furthermore, 
we found that CA1 OLM cells inhibited distal portions of CA1  
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modulated synaptic efficiency and plasticity of entorhinal cortex and 
CA3 inputs, and were excited by fast cholinergic transmission.

RESULTS
OLM cells were observed by Ramon y Cajal, but their network func-
tion remains elusive. To date, the most used marker for OLM cells is 
SOM; however, SOM is also expressed in other interneuron subtypes 
found in stratum oriens, as well as in stratum pyramidale and stratum 
radiatum of CA1 and CA3, and in the dentate gyrus5 (Supplementary 
Fig. 1). A recent study hypothesized that CHRNA2 may be specifically 
expressed in OLM cells14. Consistent with this, in situ hybridization 
has shown that Chrna2 mRNA is restrictively found at CA1 stratum 
oriens in the hippocampus of mice17. To investigate whether Chrna2 
is a specific marker of CA1 OLM cells, we used Chrna2-cre mice. 
Histological analysis of the hippocampi of mice expressing the red 
fluorescent protein Tomato under the control of Cre (Chrna2-cre/
R26tom) revealed that Tomato+ cells in the hippocampus were almost 
exclusively located in the stratum oriens of CA1 and subiculum  
(Fig. 1a and Supplementary Fig. 1a), whereas cells expressing somato-
statin mRNA (Som, also known as Sst) were found in multiple strata 
of all hippocampal regions (Supplementary Fig. 1b). In situ hybridi-
zation for Som combined with immunohistochemistry for Tomato 
revealed that the vast majority (95.1%, 214/225 cells) of Tomato+ cells 
were also Som+ and comprised a subpopulation (35.2%, 214 of 608 
neurons) of CA1 Som+ interneurons (Supplementary Fig. 1c,d).

Reconstructions of biocytin-filled Tomato+ neurons (Fig. 1b) typi-
cally (87.6%, 148 of 169) displayed OLM cell morphology, that is, cell 
bodies and horizontal dendrites in stratum oriens and axons run-
ning perpendicularly to SLM, where they branched considerably and 
terminated. The remaining neurons had morphologies compatible 

with pyramidal cells (4.1%), and trilaminar (4.1%), bistratified 
(1.8%) and stratum radiatum (2.4%) interneurons. Tomato+ cells  
(n = 126) displayed mean input resistance of 293.3  9.6 M , resting 
membrane potential of −60.3  0.3 mV, capacitance of 31.5  0.7 pF, 
low-frequency discharge and a ‘sag’ in response to hyperpolarizing 
current injection (Fig. 1b), which are membrane properties typical 
of OLM cells20. These neurons fired spontaneous action potentials at 
low frequencies (1.1  0.2 Hz in whole-cell recordings, n = 15; 4.3  
1.0 Hz in cell-attached recordings, n = 10). Single-cell reverse tran-
scription PCR to detect glutamic acid decarboxylase 67 (Gad67, also 
known as Gad1) mRNA (n = 25 of 25 neurons) and in situ hybridi-
zation for vesicular inhibitory amino acid transporter (Viaat, also 
known as Slc32a1) mRNA (Supplementary Fig. 2a) confirmed the 
inhibitory nature of the Tomato+ cells. Together, these results indicate 
that Chrna2-cre–driven Tomato+ expression was highly specific for 
OLM cells in the CA1 region and subiculum. These cells are hereafter 
referred to as OLM 2 cells.

OLM cells gate CA1 inputs
Morphological and electrophysiological data have shown that OLM 
cells exert strong inhibition onto distal portions of pyramidal cell 
apical dendrites9. To corroborate these findings, we loaded pyrami-
dal cells with the intracellular voltage-sensitive dye (VSD) JPW3028  
(ref. 21) and QX314 (to block action potentials) while trigger-
ing action potentials in connected OLM 2 cells. Depolarization of 
dendrites was achieved by pyramidal cell somatic current injection  
(100 pA, 400 ms). We examined the spatial distribution of OLM 2 
cell inhibition onto pyramidal cell dendrites by triggering action 
potentials in connected OLM 2 cells at the end of the pyramidal 
cell depolarization current step. As expected, we found that OLM 2 

Figure 1 Chrna2 is a marker for CA1 OLM interneurons. (a) Photomicrograph  
of a horizontal hippocampal slice of a Chrna2-cre; R26tom mouse 
showing the distribution of Tomato+ cell bodies in stratum oriens (SO). 
Note the dense axonal arborizations of Tomato+ cells in SLM and the 
absence of Tomato+ cell bodies in CA3 or dentate gyrus (DG). Scale 
bar represents 100 m. (b) Reconstruction of a biocytin-filled Tomato+ 
neuron (dendrites, red; axon, black; scale bar represents 20 m).  
Inset, typical membrane response of a hippocampal Tomato+ neuron  
to hyper- and depolarizing current injection (scale bars represent  
100 ms, 15 mV). SP, stratum pyramidale; SR, stratum radiatum. (c) Left, 
diagram of experimental setup with temporoammonic stimulation  
(TA stim; red) and green box delineating where VSD imaging was 
performed. The hippocampus diagram was adapted from ref. 47. Middle, 
VSD fluorescent responses to temporoammonic stimulation (ten pulses,  
20 Hz) were measured at rectangular regions in stratum radiatum (black) 
and SLM (red). The excitation spread was defined as the ratio between 
the fluorescence variation in stratum radiatum and SLM, measured 
50 ms after stimulus onset. Right, comparison of Chrna2-cre (1) and 
Chrna2-cre; ViaatloxP/loxP (2) mice. Error bars denote  s.e.m. *P < 0.05. 
(d) Top, expression of ChR2/YFP in Chrna2-cre cells in a hippocampal 
slice used for VSD imaging and optogenetic stimulation of OLMChR2 
cells. Scale bar represents 50 m. Bottom left, fluorescence changes at 
stratum radiatum following Schaffer collateral stimulation with or  
without application of a 1.4-mW laser light pulse. Bottom right, 
excitation of OLMChR2 cells with light produced an increase in the 
depolarization at stratum radiatum following Schaffer collateral 
stimulation measured as the area under the curve of the fluorescence 
signal change in response to Schaffer collateral stimulation.  
(e) Schematic and image of a pyramidal cell (PC) dendritic voltage-clamp 
recording at stratum radiatum (left). Recordings of typical traces show 
excitation from AMPA EPSCs (isolated by blocking NMDA with AP5) 
elicited by Schaffer collateral (SC) stimulation in control (black) and 
during blue light stimulation (horizontal bar) targeted at CA1 stratum oriens (red). The box plot shows increased summation of AMPA-mediated EPSCs 
during blue light stimulation of the CA1 stratum oriens region (red) compared with no light stimulation (black). Scale bar represents 20 m.
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inhibitory cell numbers appropriate for microcircuit theta oscillation context,
 intrinsic cell models in same context, excitatory drive from experiment

     

Network models provide insight into how  
oriens-lacunosum-moleculare (OLM) and bistratified cell (BSC) 

interactions influence local CA1 theta oscillations 
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Motivation 
 

CA1 Theta Oscillations (4-12 Hz) 
• Recorded during REM sleep, decision making, and involved in  
  spatial navigation and episodic memory1.  
• The mechanisms underlying theta rhythms remain unclear. 
• There are many different cell types in CA1 hippocampus. Their  
  complex interactions make their contribution to network rhythms  
  difficult to determine experimentally.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Klausberger and Somogyi (2008) 
 

Oriens-lacunosum-moleculare (OLM) and parvalbumin-
positive (PV+) interneurons 
• OLM cells have been considered pacemakers of local CA1  
  theta, although recent experimental work has disputed this role2.   
• PV+ interneurons - comprised of  basket cells (BC), axo-axonic  
  cells (AAC), and bistratified cells (BSCs) - are numerous, have  
  fast-firing properties, and extensive connections with  
  neighbouring pyramidal cells. 
• Recently discovered connections between OLM and BSC 3. 
 
How do OLM-BSC interactions affect local theta 
oscillations? 
• Direct links between previously existing models and cellular  
  intrinsic and network characteristics are unclear.  
• A mathematical network model could provide insight. 

Colgin and Moser (2009).  

Intrinsic properties  
• 7 PV+, 9 SOM+ cells  
• Whole-cell patch  
  clamp recordings 

• Intact hippocampal preparation 
  in vitro4 in PV- and SOM-Cre 
  transgenic mice.  
• CA1 recordings from PV+ and  
  SOM+ cells in str. oriens and   
  field in str. radiatum. 

Model Methods 
SINGLE INTERNEURON MODELS 
Izhikevich Models of PV+ and SOM+ cells 
• Firing rates and spike characteristics of PV+ (left) and OLM 
  (right) interneuron models (bottom) closely match experiment  
  (top) (input to PV+ cells and models: 260 pA, to OLM: 61 pA)  

Model Methods 
NETWORK MODEL 

Results 
(1) The timing of cell firing influences the power 
of network theta oscillations 

Summary and Discussion 
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Here the populations are randomly connected with a probability of 
9% for OLM-BSC connections, and 6% for BSC-OLM connections. 

Peak LFP power of our network model for various synaptic 
strengths between OLM and BSCs.  OLM and BSCs are randomly 
connected with a probability of 9% for OLM-BSC and 6% for BSC-
OLM connections. We simulated the optogenetic silencing of OLM 
cells, and found network power to be ~2 (i.e. red). Thus, red 
regions represent networks in which LFP power would remain the 
same if OLM cells were silenced, whereas blue regions represent 
those in which power would increase. Insets (left) are two 
example raster plots.  

Network simulations done in 
NEURON and Brian (ref) 

OLM cells randomly connect with BSCs with a probability of 
21%, and BSC to OLM cells at 14% (as opposed to 9% and 6% 
in figure in “Results (2)”) 

. 
(4) Distinct regimes in which OLM cells 
minimally or strongly affect the power of 
network oscillations remain when the strength at 
which each cell type influences the LFP is varied 
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Size of network:  
• 500 PV+ interneurons 
  (380 BC/AAC, 120 BSC),  
  500 OLM interneurons6.  
 
Connectivity:  
• Each PV+ cell connects  
  with 60 other PV+ cells7.  
• Connections between  
  OLM and BSCs3. 
 

Synaptic parameters:  
• Time constants, maximal   
  synaptic conductance    
  strength, reversal potential 
• EPSCs from voltage  
  clamp recordings  

(3) Distinct regimes in which OLM cells 
minimally or strongly affect the power of  
network oscillations remain when the number  
of connections between OLM and BSCs is varied 

• We created biologically-based models of PV+ cells  
  (comprising BCs, AACs, and BSC), and SOM+ (putative    
  OLM) interneurons. 
• We used actual EPSC recordings as synaptic drives, and  
  integrated cell firing from various populations. 
• Our models distinguish between regimes in which OLM cells  
  minimally or strongly affect the power of network rhythms,  
  and predict that the dis-inhibitory effect of OLM cells on BSC  
  to pyramidal cell interactions plays a critical role in the power  
  of network theta oscillations. 
• These distinct regimes remain for a variable number of BSC- 
  OLM connections, as well as various distributions of strengths  
  in which the cell populations affect the LFP. 
• Thus, our model makes testable predictions about the effect  
  of OLM-BSC connectivity on network theta oscillation power. 

Collaborative Program  
in Neuroscience  

CPIN 

Parvalbumin-positive (PV+) 
Somatostatin-positive (SOM+) 

Network  
• Local field potential (LFP)  
  oscillations with simultaneous  
  whole-cell recordings of PV+ and  
  SOM+ cells 

Experimental Methods  

For each cell type, we 
determine the number 

of spikes/cycle and 
the phase of firing 

with respect to LFP 
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SYNAPTIC DRIVE  
• Each cell model is driven by  
  excitatory postsynaptic  
  currents (EPSCs) derived  
  from voltage clamp recordings. 
• Amplitudes and phases were 
  varied to produce firing of  
  PV+ and SOM+ cells as  
  seen in experiment. Time (s) 

Cu
rre

nt
 (p

A)
 

Example EPSC input to  
PV+ and OLM cell models 

EPSCPV 
EPSCOLM 

Model Methods 
LOCAL FIELD POTENTIAL 
(LFP) MODEL 

Migliore et al. (2005) 

• CA1 multi-compartment pyramidal model  
  used to integrate the effects of cell firing  
  at various layers of the hippocampus and  
  generate an LFP representation (LFP model). 
 

• Used morphologically reconstructed  
  passive pyramidal cell model based on  
  Migliore and Migliore (2012)5.  

Raster plots (left), LFP model output (middle), and resulting LFP 
power spectrum (right) for 967 cell networks with various maximal 
conductance values for OLM-BSCs (top: 0.8 nS; bottom: 2.4 nS) 
and BSC-OLM (top: 2.25 nS; bottom: 1.0 nS) 

5 mV 
500 ms 

(2) OLM-BSC interactions play a critical role in 
the power of network theta oscillations 

The strength of connections to our passive multi-compartment 
pyramidal cell model is increased with distance, such that 
each post-synaptic potential (PSP) is equal in size (as 
opposed to figure in “Results (2)” in which each connection 
has equal weights, and thus PSPs decrease with distance) 

Ongoing Work 
•  We are currently using a network model with a large,  
   minimally connected pyramidal cell population to investigate  
   how various cell types interact to affect network theta  
   frequency. 
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Motivation 
 

CA1 Theta Oscillations (4-12 Hz) 
• Recorded during REM sleep, decision making, and involved in  
  spatial navigation and episodic memory1.  
• The mechanisms underlying theta rhythms remain unclear. 
• There are many different cell types in CA1 hippocampus. Their  
  complex interactions make their contribution to network rhythms  
  difficult to determine experimentally.  
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Oriens-lacunosum-moleculare (OLM) and parvalbumin-
positive (PV+) interneurons 
• OLM cells have been considered pacemakers of local CA1  
  theta, although recent experimental work has disputed this role2.   
• PV+ interneurons - comprised of  basket cells (BC), axo-axonic  
  cells (AAC), and bistratified cells (BSCs) - are numerous, have  
  fast-firing properties, and extensive connections with  
  neighbouring pyramidal cells. 
• Recently discovered connections between OLM and BSC 3. 
 
How do OLM-BSC interactions affect local theta 
oscillations? 
• Direct links between previously existing models and cellular  
  intrinsic and network characteristics are unclear.  
• A mathematical network model could provide insight. 

Colgin and Moser (2009).  

Intrinsic properties  
• 7 PV+, 9 SOM+ cells  
• Whole-cell patch  
  clamp recordings 

• Intact hippocampal preparation 
  in vitro4 in PV- and SOM-Cre 
  transgenic mice.  
• CA1 recordings from PV+ and  
  SOM+ cells in str. oriens and   
  field in str. radiatum. 

Model Methods 
SINGLE INTERNEURON MODELS 
Izhikevich Models of PV+ and SOM+ cells 
• Firing rates and spike characteristics of PV+ (left) and OLM 
  (right) interneuron models (bottom) closely match experiment  
  (top) (input to PV+ cells and models: 260 pA, to OLM: 61 pA)  

Model Methods 
NETWORK MODEL 

Results 
(1) The timing of cell firing influences the power 
of network theta oscillations 

Summary and Discussion 
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Here the populations are randomly connected with a probability of 
9% for OLM-BSC connections, and 6% for BSC-OLM connections. 

Peak LFP power of our network model for various synaptic 
strengths between OLM and BSCs.  OLM and BSCs are randomly 
connected with a probability of 9% for OLM-BSC and 6% for BSC-
OLM connections. We simulated the optogenetic silencing of OLM 
cells, and found network power to be ~2 (i.e. red). Thus, red 
regions represent networks in which LFP power would remain the 
same if OLM cells were silenced, whereas blue regions represent 
those in which power would increase. Insets (left) are two 
example raster plots.  

Network simulations done in 
NEURON and Brian (ref) 

OLM cells randomly connect with BSCs with a probability of 
21%, and BSC to OLM cells at 14% (as opposed to 9% and 6% 
in figure in “Results (2)”) 

. 
(4) Distinct regimes in which OLM cells 
minimally or strongly affect the power of 
network oscillations remain when the strength at 
which each cell type influences the LFP is varied 
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Size of network:  
• 500 PV+ interneurons 
  (380 BC/AAC, 120 BSC),  
  500 OLM interneurons6.  
 
Connectivity:  
• Each PV+ cell connects  
  with 60 other PV+ cells7.  
• Connections between  
  OLM and BSCs3. 
 

Synaptic parameters:  
• Time constants, maximal   
  synaptic conductance    
  strength, reversal potential 
• EPSCs from voltage  
  clamp recordings  

(3) Distinct regimes in which OLM cells 
minimally or strongly affect the power of  
network oscillations remain when the number  
of connections between OLM and BSCs is varied 

• We created biologically-based models of PV+ cells  
  (comprising BCs, AACs, and BSC), and SOM+ (putative    
  OLM) interneurons. 
• We used actual EPSC recordings as synaptic drives, and  
  integrated cell firing from various populations. 
• Our models distinguish between regimes in which OLM cells  
  minimally or strongly affect the power of network rhythms,  
  and predict that the dis-inhibitory effect of OLM cells on BSC  
  to pyramidal cell interactions plays a critical role in the power  
  of network theta oscillations. 
• These distinct regimes remain for a variable number of BSC- 
  OLM connections, as well as various distributions of strengths  
  in which the cell populations affect the LFP. 
• Thus, our model makes testable predictions about the effect  
  of OLM-BSC connectivity on network theta oscillation power. 
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Migliore et al. (2005) 

• CA1 multi-compartment pyramidal model  
  used to integrate the effects of cell firing  
  at various layers of the hippocampus and  
  generate an LFP representation (LFP model). 
 

• Used morphologically reconstructed  
  passive pyramidal cell model based on  
  Migliore and Migliore (2012)5.  

Raster plots (left), LFP model output (middle), and resulting LFP 
power spectrum (right) for 967 cell networks with various maximal 
conductance values for OLM-BSCs (top: 0.8 nS; bottom: 2.4 nS) 
and BSC-OLM (top: 2.25 nS; bottom: 1.0 nS) 
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(2) OLM-BSC interactions play a critical role in 
the power of network theta oscillations 

The strength of connections to our passive multi-compartment 
pyramidal cell model is increased with distance, such that 
each post-synaptic potential (PSP) is equal in size (as 
opposed to figure in “Results (2)” in which each connection 
has equal weights, and thus PSPs decrease with distance) 

Ongoing Work 
•  We are currently using a network model with a large,  
   minimally connected pyramidal cell population to investigate  
   how various cell types interact to affect network theta  
   frequency. 
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Motivation 
 

CA1 Theta Oscillations (4-12 Hz) 
• Recorded during REM sleep, decision making, and involved in  
  spatial navigation and episodic memory1.  
• The mechanisms underlying theta rhythms remain unclear. 
• There are many different cell types in CA1 hippocampus. Their  
  complex interactions make their contribution to network rhythms  
  difficult to determine experimentally.  
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Oriens-lacunosum-moleculare (OLM) and parvalbumin-
positive (PV+) interneurons 
• OLM cells have been considered pacemakers of local CA1  
  theta, although recent experimental work has disputed this role2.   
• PV+ interneurons - comprised of  basket cells (BC), axo-axonic  
  cells (AAC), and bistratified cells (BSCs) - are numerous, have  
  fast-firing properties, and extensive connections with  
  neighbouring pyramidal cells. 
• Recently discovered connections between OLM and BSC 3. 
 
How do OLM-BSC interactions affect local theta 
oscillations? 
• Direct links between previously existing models and cellular  
  intrinsic and network characteristics are unclear.  
• A mathematical network model could provide insight. 

Colgin and Moser (2009).  

Intrinsic properties  
• 7 PV+, 9 SOM+ cells  
• Whole-cell patch  
  clamp recordings 

• Intact hippocampal preparation 
  in vitro4 in PV- and SOM-Cre 
  transgenic mice.  
• CA1 recordings from PV+ and  
  SOM+ cells in str. oriens and   
  field in str. radiatum. 

Model Methods 
SINGLE INTERNEURON MODELS 
Izhikevich Models of PV+ and SOM+ cells 
• Firing rates and spike characteristics of PV+ (left) and OLM 
  (right) interneuron models (bottom) closely match experiment  
  (top) (input to PV+ cells and models: 260 pA, to OLM: 61 pA)  

Model Methods 
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Results 
(1) The timing of cell firing influences the power 
of network theta oscillations 
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Here the populations are randomly connected with a probability of 
9% for OLM-BSC connections, and 6% for BSC-OLM connections. 

Peak LFP power of our network model for various synaptic 
strengths between OLM and BSCs.  OLM and BSCs are randomly 
connected with a probability of 9% for OLM-BSC and 6% for BSC-
OLM connections. We simulated the optogenetic silencing of OLM 
cells, and found network power to be ~2 (i.e. red). Thus, red 
regions represent networks in which LFP power would remain the 
same if OLM cells were silenced, whereas blue regions represent 
those in which power would increase. Insets (left) are two 
example raster plots.  

Network simulations done in 
NEURON and Brian (ref) 

OLM cells randomly connect with BSCs with a probability of 
21%, and BSC to OLM cells at 14% (as opposed to 9% and 6% 
in figure in “Results (2)”) 

. 
(4) Distinct regimes in which OLM cells 
minimally or strongly affect the power of 
network oscillations remain when the strength at 
which each cell type influences the LFP is varied 
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  (380 BC/AAC, 120 BSC),  
  500 OLM interneurons6.  
 
Connectivity:  
• Each PV+ cell connects  
  with 60 other PV+ cells7.  
• Connections between  
  OLM and BSCs3. 
 

Synaptic parameters:  
• Time constants, maximal   
  synaptic conductance    
  strength, reversal potential 
• EPSCs from voltage  
  clamp recordings  

(3) Distinct regimes in which OLM cells 
minimally or strongly affect the power of  
network oscillations remain when the number  
of connections between OLM and BSCs is varied 

• We created biologically-based models of PV+ cells  
  (comprising BCs, AACs, and BSC), and SOM+ (putative    
  OLM) interneurons. 
• We used actual EPSC recordings as synaptic drives, and  
  integrated cell firing from various populations. 
• Our models distinguish between regimes in which OLM cells  
  minimally or strongly affect the power of network rhythms,  
  and predict that the dis-inhibitory effect of OLM cells on BSC  
  to pyramidal cell interactions plays a critical role in the power  
  of network theta oscillations. 
• These distinct regimes remain for a variable number of BSC- 
  OLM connections, as well as various distributions of strengths  
  in which the cell populations affect the LFP. 
• Thus, our model makes testable predictions about the effect  
  of OLM-BSC connectivity on network theta oscillation power. 
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Migliore et al. (2005) 

• CA1 multi-compartment pyramidal model  
  used to integrate the effects of cell firing  
  at various layers of the hippocampus and  
  generate an LFP representation (LFP model). 
 

• Used morphologically reconstructed  
  passive pyramidal cell model based on  
  Migliore and Migliore (2012)5.  

Raster plots (left), LFP model output (middle), and resulting LFP 
power spectrum (right) for 967 cell networks with various maximal 
conductance values for OLM-BSCs (top: 0.8 nS; bottom: 2.4 nS) 
and BSC-OLM (top: 2.25 nS; bottom: 1.0 nS) 
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500 ms 

(2) OLM-BSC interactions play a critical role in 
the power of network theta oscillations 

The strength of connections to our passive multi-compartment 
pyramidal cell model is increased with distance, such that 
each post-synaptic potential (PSP) is equal in size (as 
opposed to figure in “Results (2)” in which each connection 
has equal weights, and thus PSPs decrease with distance) 

Ongoing Work 
•  We are currently using a network model with a large,  
   minimally connected pyramidal cell population to investigate  
   how various cell types interact to affect network theta  
   frequency. 
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CA1 Theta Oscillations (4-12 Hz) 
• Recorded during REM sleep, decision making, and involved in  
  spatial navigation and episodic memory1.  
• The mechanisms underlying theta rhythms remain unclear. 
• There are many different cell types in CA1 hippocampus. Their  
  complex interactions make their contribution to network rhythms  
  difficult to determine experimentally.  
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• OLM cells have been considered pacemakers of local CA1  
  theta, although recent experimental work has disputed this role2.   
• PV+ interneurons - comprised of  basket cells (BC), axo-axonic  
  cells (AAC), and bistratified cells (BSCs) - are numerous, have  
  fast-firing properties, and extensive connections with  
  neighbouring pyramidal cells. 
• Recently discovered connections between OLM and BSC 3. 
 
How do OLM-BSC interactions affect local theta 
oscillations? 
• Direct links between previously existing models and cellular  
  intrinsic and network characteristics are unclear.  
• A mathematical network model could provide insight. 

Colgin and Moser (2009).  

Intrinsic properties  
• 7 PV+, 9 SOM+ cells  
• Whole-cell patch  
  clamp recordings 

• Intact hippocampal preparation 
  in vitro4 in PV- and SOM-Cre 
  transgenic mice.  
• CA1 recordings from PV+ and  
  SOM+ cells in str. oriens and   
  field in str. radiatum. 
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• Firing rates and spike characteristics of PV+ (left) and OLM 
  (right) interneuron models (bottom) closely match experiment  
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Here the populations are randomly connected with a probability of 
9% for OLM-BSC connections, and 6% for BSC-OLM connections. 

Peak LFP power of our network model for various synaptic 
strengths between OLM and BSCs.  OLM and BSCs are randomly 
connected with a probability of 9% for OLM-BSC and 6% for BSC-
OLM connections. We simulated the optogenetic silencing of OLM 
cells, and found network power to be ~2 (i.e. red). Thus, red 
regions represent networks in which LFP power would remain the 
same if OLM cells were silenced, whereas blue regions represent 
those in which power would increase. Insets (left) are two 
example raster plots.  

Network simulations done in 
NEURON and Brian (ref) 

OLM cells randomly connect with BSCs with a probability of 
21%, and BSC to OLM cells at 14% (as opposed to 9% and 6% 
in figure in “Results (2)”) 

. 
(4) Distinct regimes in which OLM cells 
minimally or strongly affect the power of 
network oscillations remain when the strength at 
which each cell type influences the LFP is varied 
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  (380 BC/AAC, 120 BSC),  
  500 OLM interneurons6.  
 
Connectivity:  
• Each PV+ cell connects  
  with 60 other PV+ cells7.  
• Connections between  
  OLM and BSCs3. 
 

Synaptic parameters:  
• Time constants, maximal   
  synaptic conductance    
  strength, reversal potential 
• EPSCs from voltage  
  clamp recordings  

(3) Distinct regimes in which OLM cells 
minimally or strongly affect the power of  
network oscillations remain when the number  
of connections between OLM and BSCs is varied 

• We created biologically-based models of PV+ cells  
  (comprising BCs, AACs, and BSC), and SOM+ (putative    
  OLM) interneurons. 
• We used actual EPSC recordings as synaptic drives, and  
  integrated cell firing from various populations. 
• Our models distinguish between regimes in which OLM cells  
  minimally or strongly affect the power of network rhythms,  
  and predict that the dis-inhibitory effect of OLM cells on BSC  
  to pyramidal cell interactions plays a critical role in the power  
  of network theta oscillations. 
• These distinct regimes remain for a variable number of BSC- 
  OLM connections, as well as various distributions of strengths  
  in which the cell populations affect the LFP. 
• Thus, our model makes testable predictions about the effect  
  of OLM-BSC connectivity on network theta oscillation power. 
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Migliore et al. (2005) 

• CA1 multi-compartment pyramidal model  
  used to integrate the effects of cell firing  
  at various layers of the hippocampus and  
  generate an LFP representation (LFP model). 
 

• Used morphologically reconstructed  
  passive pyramidal cell model based on  
  Migliore and Migliore (2012)5.  

Raster plots (left), LFP model output (middle), and resulting LFP 
power spectrum (right) for 967 cell networks with various maximal 
conductance values for OLM-BSCs (top: 0.8 nS; bottom: 2.4 nS) 
and BSC-OLM (top: 2.25 nS; bottom: 1.0 nS) 

5 mV 
500 ms 

(2) OLM-BSC interactions play a critical role in 
the power of network theta oscillations 

The strength of connections to our passive multi-compartment 
pyramidal cell model is increased with distance, such that 
each post-synaptic potential (PSP) is equal in size (as 
opposed to figure in “Results (2)” in which each connection 
has equal weights, and thus PSPs decrease with distance) 

Ongoing Work 
•  We are currently using a network model with a large,  
   minimally connected pyramidal cell population to investigate  
   how various cell types interact to affect network theta  
   frequency. 

PV+ cell firing during network theta rhythm 

OLM-BSC conductance (nS)   

BS
C-

O
LM

 c
on

du
ct

an
ce

 (n
S)

   
BS

C-
O

LM
 c

on
du

ct
an

ce
 (n

S)
   

OLM-BSC conductance (nS)   

Experiment

Model

CA1 multi-compartment model used to integrate effects of cell firing at various layers

Ferguson et al. OLM-BiC interactions affect theta power

Figure 3: A schematic of our mathematical network model. The model contains OLM interneuron models,
BiC models, and BC/AAC models. The number of cells (350 OLM, 120 BiC, 380 BC/AAC) and conne-
ctivity of each cell type is based on estimates derived from the literature. Filled in black circles represent
inhibitory synapses. Each cell receives excitatory input that is taken from our experimental intracellular
recordings of the respective cell types (EPSCPV and EPSCOLM). Each cell in turn innervates the LFP
representation at the appropriate layer. Our LFP representation, which is a somatic recording of a passive
PYR model (based on Migliore and Migliore, 2012), integrates these inputs. We use a spectral analysis of
the membrane potential at the soma of the LFP representation to determine the LFP power. As it remains
unclear how connectivity between BiCs and OLM cells affects field activity, we have focused on these
connections, varying connectivity and connection strength to determine their effects on LFP power.
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...back to theta oscillations and OLM cells

...different ‘types’ of experimentally linked OLM cell models
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(a) cOLM,BiC = 0.21, cBiC,OLM = 0.13

(b) cOLM,BiC = 0.31, cBiC,OLM = 0.20

Figure 9: Distinct regimes in which the network power is affected by connection strengths are apparent. (a)
Peak LFP power of our network model (shown in Figure 3) for various connection strengths between OLM
and BiCs. The populations are randomly connected with a probability of 0.21 for OLM-BiC connections,
and 0.13 for BiC-OLM connections. Each point represents a simulation of our 850 cell network model,
where the colour of the point represents the peak power of the resulting LFP (see Figure 6 for two example
points). Distinct regimes are apparent, where red areas represent higher LFP power, and blue represent
lower power. Insets are two example raster plots (top: gOLM,BiC = 1.0 nS, gBiC,OLM = 2.75 nS;
bottom: gOLM,BiC = 0.5 nS, gBiC,OLM = 0.75 nS). Each cell type is connected to our passive PYR
model with equal connection strength. On the right, a schematic of the inhibitory network model is shown.
(b) Distinct regimes in which OLM cells minimally or strongly affect the power of network oscillations
remain when the number of connections between OLM and BiCs is varied. OLM cells randomly connect
with BiCs with a probability of 0.31, and BiC to OLM cells at 0.20 (as opposed to 0.21 and 0.13 in (a).
Each cell type is connected to our passive PYR model with equal connection strength. On the right, a
schematic of the inhibitory network model depicts that the number of connections between BiC and OLM
cells are increased.
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Figure 6: Two simulated networks with different OLM-BiC synaptic strengths are compared. The effect of
the synaptic strengths between the two cell types (gOLM,BiC and gBiC,OLM ) is difficult to visualize from
the raster plot output of the network, whereas the spectral peak power of the LFP output is quite different.
Raster plots (left, top and bottom), LFP representation output (left, middle), and resulting LFP power
spectrum (right, in mV 2/Hz) are shown for two 850-cell networks with various maximal conductance
values for OLM-BiCs (top: 1 nS; bottom: 0.5 nS) and BiC-OLM (top: 2.75 nS; bottom: 0.75 nS). Here
the populations are randomly connected with a probability of 0.21 for OLM-BiC connections, and 0.13 for
BiC-OLM connections, and each cell type is connected to our passive PYR model with equal connection
strength.
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Two distinct regions in which OLM cells 
do or do not (red) affect theta power



CA1 Hippocampal Model(s) - Can we do this?

Maybe.

We should definitely be sharing, but...
Models and their development should not and 

cannot really be separated from their context (‘function’)
Why not? (not as ‘nice’ as worms or crabs....)

Hippocampal function?  
(e.g., not just CA1, and we’re building the models to get biological/physiological insight...)

What to include? (unclear because of above)



CA1 Hippocampal Model(s) - Can we do this?
Suggestions

Determine and define common context/framework first
(e.g., theta, gamma, SPWR, seizures, place cells/grid cells, phase precession, in vitro, in vivo aspects etc.)

Then build community 

Ensure metadata is included given the above
(e.g., species, temperature, solutions, recording details, etc.)

Separate context-dependent and context-independent experimental data for model 
parameters 
(e.g., synaptic decay time constants ok, but perhaps not reversal potentials; 
channel kinetics ok but probably not channel conductances etc.)

Implementation - integrating models of different detail - I/O possibilities? and try to 
take advantage of theoretical aspects...  
(e.g., Hedrick and Cox)


