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Network Simulation: 55 years!
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B. G. Farley & A. W. Clark, 1954
I Simulation of

self-organized systems
by digital computer

I MIT Memory test
computer

I 4096 16-bit words
I 90.000 fetch/add per

sec
I 64 leaky I&F neurons
I δ-synapses w/ delay
I exponentially decaying

threshold
I Gaussian noise (LFG)
I 75% connectivity
I Hebbian learning
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First Neuron Class: 40 years!
I Lars Walløe, J. K. S. Jansen, Kirsten Nygaard
I A Computer Simulated Model of a Secondary Order

Sensory Neuron
I Kybernetik 6:130–141 (1969)
I Model of neurons in dorsal spino-cerebellar tract
I Direct comparison to experimental data
I Implemented in Simula on a Univac 1107
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What makes science science?

Refutable hypotheses
Hypotheses must be stated with sufficient detail and
precision so that one can devise meaningful tests or
counterexamples.

Reproducible experiments
Experiments must be described and performed so carefully,
that others can reproduce them. Genuine failure to
reproduce results invalidates original findings.

Accumulation of knowledge
Accumulation of knowledge through exchange, evolution
and (sometimes) revolution of ideas.



C
on

nP
lo

tt
er

8
O

ct
ob

er
20

09

Party!

Network
Diagrams

Connectivity
Pattern
Tables

ConnPlotter

Perspectives

What makes science science?

Refutable hypotheses
Hypotheses must be stated with sufficient detail and
precision so that one can devise meaningful tests or
counterexamples.

Reproducible experiments
Experiments must be described and performed so carefully,
that others can reproduce them. Genuine failure to
reproduce results invalidates original findings.

Accumulation of knowledge
Accumulation of knowledge through exchange, evolution
and (sometimes) revolution of ideas.



C
on

nP
lo

tt
er

8
O

ct
ob

er
20

09

Party!

Network
Diagrams

Connectivity
Pattern
Tables

ConnPlotter

Perspectives

What makes science science?

Refutable hypotheses
Hypotheses must be stated with sufficient detail and
precision so that one can devise meaningful tests or
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What makes science science?

Refutable hypotheses
Hypotheses must be stated with sufficient detail and
precision so that one can devise meaningful tests or
counterexamples.

Reproducible experiments
Experiments must be described and performed so carefully,
that others can reproduce them. Genuine failure to
reproduce results invalidates original findings.

Accumulation of knowledge
Accumulation of knowledge through exchange, evolution
and (sometimes) revolution of ideas.



C
on

nP
lo

tt
er

8
O

ct
ob

er
20

09

Party!

Network
Diagrams

Connectivity
Pattern
Tables

ConnPlotter

Perspectives

What do we need?

I Reliable,
I Precise,
I Expressive,
I Easy-to-Use
I means to visualize our models of neuronal networks.
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What do we have?
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What can we do?

I Develop standards for symbols (eg Kitano et al, Nature
Biotechnol 2005)

I Draw network at different levels (from Nordlie et al,
2009)

I

A

Ret.

T p

Rp

V (v)p V (h)p
B C

TpRp

Vp(h)LI(i)

Vp(v)LI(i)

Vp(v)LI(e)

Vp(v)L4(e)

Vp(v)LI(i)

Vp(v)LS(i) Vp(v)L4(i)Vp(v)LS(e)

I Problems:
I How to generate automagically?
I Confusing line crossings
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Dot doesn’t help . . .

Ret

Tp Rp

Vp_h Vp_v

Retina

TpTpRelay

TpTpInter RpRpNeuron

Vp_hL4pyr

Vp_hL56pyr

Vp_vL4pyr

Vp_vL56pyr

Vp_hL23pyr

Vp_hL23in

Vp_vL23pyr

Vp_vL23inVp_hL4in Vp_vL4in

Vp_hL56in Vp_vL56in
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NEST Topology: Simple Layers
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Real networks: Complex Layers
permitting idealized “experimental” manipulations, the model
provides a self-consistent account of the mechanisms respon-
sible for the initiation, maintenance, and termination of the
slow oscillation and of its synchronization within and across
thalamocortical circuits.

M E T H O D S

In the next sections, we describe the principles used to construct
and scale the simulated cortical and thalamic regions, the layout of the
various connection pathways within and among these regions, and the
implementation of cellular and synaptic properties. We then describe
the sources of spontaneous activity, the procedures for the collection
and analysis of data, and the actual computer implementation.

Regional organization

PRIMARY CORTICAL AREA. The model (Fig. 1) is organized in
regions and pathways consisting of a primary and a secondary area of
visual cortex, two corresponding regions of the dorsal thalamus, and
two regions of the reticular thalamic nucleus. The primary visual area
(Vp) represents a restricted portion of cat striate cortex (area 17) and

it contains units with small receptive fields that are selective for
oriented segments. The simulated cortex is divided into 3 layers with
different patterns of afferent, efferent, and local connectivity corre-
sponding to supragranular layers (L2–3), infragranular layers (L5–6),
and layer 4 (L4).

In the cat, the striate cortex exhibits a basic periodicity of structure
and function at the scale of about 1 mm. This organization is
manifested both in terms of the center-to-center distance of isoorien-
tation bands (Kisvarday and Eysel 1993; Kisvarday et al. 1997; Lowel
et al. 1987) and in terms of the average separation of neighboring
axonal termination patches in supragranular layers (Kisvarday and
Eysel 1992). To constrain our model, we assume that an area of
roughly 1.0 mm2 forms a basic macrounit in the striate cortical mosaic
array. Vp is scaled to span 64 (8 ! 8) such macrounits. Therefore Vp
corresponds to approximately 0.8 cm2 of striate cortical surface and
spans a monocular patch of 8 ! 8° in the parafoveal visual field. Each
macrounit in the model contains discrete groups of orientation selec-
tive cells. In the present model, 2 groups of cells selective for vertical
and horizontal oriented input represent a simplified version of the X
pathway for one eye.

Figure 2 shows the detailed orientation-selective, feedforward, and
feedback circuitry for one horizontally selective and one vertically
selective macrounit. Each topographic location (topographic element)

FIG. 1. Schematic of the thalamocortical model. Primary thalamocortical circuit (left) including a 3-layered primary visual cortical area (Vp), reticular nucleus
(Rp), and dorsal thalamus (Tp) and secondary visual area Vs (with its associated thalamic sectors Rs and Ts) (right). Visual inputs (left), including spontaneous
random optic nerve firing, excite inhibitory (black) and excitatory (white) neurons in the primary thalamus (Tp). (1) Thalamocortical loops: excitatory Tp and
Ts neurons project to L4 (corresponding to cortical layer 4) and L5–6 (corresponding to infragranular layers 5–6) cortical neurons and by collaterals to Rp and
Rs (corresponding to the reticular nucleus of the thalamus). (2) Reticular nucleus networks: Rp and Rs neurons are part of a dense inhibitory network that sends
diffuse inhibitory projections to thalamocortical neurons in Tp and Ts. (3) Cortical interlaminar (vertical) loops: columnar projections are made from L4 to L2–3
(corresponding to supragranular layers 2–3), from L2–3 to L5–6, and from L5–6 back to L4 and L2–3. (4) Cortical intralaminar (horizontal) connections: each
layer contains excitatory projections (shown only for L2–3 in Vp) forming connections between patches of cells with similar response selectivity (for horizontal
or vertical bars). (5) Interareal corticocortical loops: forward projections from L2–3 of Vp to L4 of Vs; backward projections from L5–6 of Vs to L2–3 of Vp.
(6) Excitatory projections from L5–6 to thalamocortical neurons in Ts. (7) Diffuse neuromodulatory systems project throughout the entire thalamocortical
network [corresponding to influences of acetylcholine (ACh), norepinephrine (noradrenaline, NA), 5-hydroxytryptamine (5-HT), etc.]. Not drawn to scale.
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in the model cortex is considered to correspond to a cortical column,
which is represented by 9 model neurons (2 excitatory and 1 inhibi-
tory for each of the 3 layers). All topographic elements in Vp are
organized in maps of 40 ! 40 elements for each of the 2 modeled
orientation selectivities (horizontal and vertical). Orientation selectiv-
ity is achieved by the convergence of afferents from an oriented
rectangular region in Tp onto individual cortical cells in L4 and L5–6.
The subdivision of the modeled cortical areas in elements spanning all
layers reflects the developmental, anatomical, and physiological evi-
dence for a basic columnar organization of neocortex (Gilbert 1993;
Mountcastle 1997, 1957; Rakic 1995).

Assuming that different selectivities are mapped onto nonoverlapping
pieces of cortex, and that there are about 62,000 neurons beneath 1 mm2

of cortical surface in area 17 (Beaulieu and Colonnier 1983), each
topographic element corresponds to a cortical column with a surface area
of 1,454 !m2 and containing approximately 94 neurons. Because we
explicitly model only 9 cells for each topographic element, each modeled
cell represents the activity of approximately 10 cortical neurons, making
the topographical elements in the model comparable to the basic cortical
modules proposed by Peters and Payne (1993). Although the ratio of
modeled excitatory/inhibitory cells (66%/33%) is not exactly the same as
that observed in vivo (about 80%/20%) because of computational con-
siderations, the observed ratio of excitatory/inhibitory synapses is main-
tained (see following text).

SECONDARY CORTICAL AREA. The secondary visual area (Vs) cor-
responds to an extrastriate area located along the ventral occipitotem-
poral pathway. Although Vs does not represent in detail any particular
region of visual cortex, we use area 21 in the cat as a reference, which
is the presumed homolog of cortical area V4 in the monkey (Payne
1993). Vs is assumed to be about half the size of Vp [in the monkey,

V1 is 1,120 mm2 and V4 is 540 mm2 (Felleman and Van Essen
1991)]. In the model, Versus is based on some general properties
associated with extrastriate areas (e.g., an enlargement of receptive
fields) and with termination patterns of “forward” and “backward”
corticocortical projections (Felleman and Van Essen 1991; Van Essen
et al. 1992). Vs contains neurons that are selective for either vertical
lines, horizontal lines, or line crossings, organized in a coarse topo-
graphic map. For each of its 3 selectivities, Vs has a map of 30 ! 30
elements (for a total of 24,300 model neurons) as compared with the
40 ! 40 (totaling 28,800 model neurons) elements in Vp.

THALAMIC SECTORS. According to Peters and Payne (1993), there is
a rough correspondence between the number of X-cells in the lateral
geniculate nucleus (LGN) and the number of basic cortical modules in
area 17. We therefore model a geniculate map (Tp) composed of the
same number of elements (40 ! 40) as Vp. Each element of Tp
contains 2 modeled neurons that correspond respectively to an X-relay
cell and to an inhibitory interneuron. For simplicity of implementa-
tion, only the ON-portion of thalamic receptive fields is modeled. The
secondary thalamic map (Ts) has 30 ! 30 elements and its visuotopic
arrangement has a much lower spatial resolution than that of Tp. Two
sectors of the reticular nucleus, primary perigeniculate (Rp) and
secondary higher-order (Rs), are modeled respectively as a 40 ! 40
and a 30 ! 30 map of inhibitory neurons.

Connectivity

In constructing the model, special emphasis was placed on the
incorporation of realistic network properties, such as the spread and
relative proportions of the various sets of connections composing the
intra- and interregional thalamocortical circuitry. Specific patterns of

FIG. 2. Schematic of modeled orientation-selective recep-
tive fields, feedforward and feedback projections. Feedforward
connections start with visual input to the elements of the model
thalamus (Tp). Each topographic element in Tp contains one
excitatory (white circle) and one inhibitory (black circle) neu-
ron. Rp contains one inhibitory cell per topographic element.
Each topographic element in layers L5–6, L4, and L2–3 con-
sists of 2 excitatory and one inhibitory cell. Excitatory cells in
Tp project to inhibitory cells in Rp and both excitatory and
inhibitory cells in L4 and L5–6. Orientation selectivity is
achieved by the convergence of afferents from an oriented
rectangular region in Tp onto individual cortical cells in L4 and
L5–6. All excitatory cells in L4 and L5–6 receive oriented
input from Tp. Red marks the receptive field and projection
patterns for a cortical cell selective for horizontal input. Blue
marks the receptive field and projection patterns for a cortical
excitatory cell selective for vertical input. Feedback connec-
tions (shown in green) show the projection pattern from L2–3 to
L5–6, and from L5–6 to Rp and Tp. These connections are
present for both horizontally and vertically selective cells.
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NEST Topology: Composite
Layer Elements

I Each color represents a neuron model
I Connections are made by specifiying entire layer and

model to connect to/from
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Populations, Groups,
Projections

Population Homogeneous group of neurons with 2D-layout
Group Collection of populations, e.g., a layer

Projection Rule for connecting two populations
Mask Only target population neurons

inside mask are connected
Kernel Probability of connection

Synapse model
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Connectivity Pattern Table (CPT)

I Connectivity matrix showing kernels & masks
I Intensity = weight× probability
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Aggregate CPTs

I Condense by combining across populations, synapse
models, or both
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Different synapse types

I Different colors
I Co-occurring types placed side-by-side
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The Hill-Tononi Model . . .
permitting idealized “experimental” manipulations, the model
provides a self-consistent account of the mechanisms respon-
sible for the initiation, maintenance, and termination of the
slow oscillation and of its synchronization within and across
thalamocortical circuits.

M E T H O D S

In the next sections, we describe the principles used to construct
and scale the simulated cortical and thalamic regions, the layout of the
various connection pathways within and among these regions, and the
implementation of cellular and synaptic properties. We then describe
the sources of spontaneous activity, the procedures for the collection
and analysis of data, and the actual computer implementation.

Regional organization

PRIMARY CORTICAL AREA. The model (Fig. 1) is organized in
regions and pathways consisting of a primary and a secondary area of
visual cortex, two corresponding regions of the dorsal thalamus, and
two regions of the reticular thalamic nucleus. The primary visual area
(Vp) represents a restricted portion of cat striate cortex (area 17) and

it contains units with small receptive fields that are selective for
oriented segments. The simulated cortex is divided into 3 layers with
different patterns of afferent, efferent, and local connectivity corre-
sponding to supragranular layers (L2–3), infragranular layers (L5–6),
and layer 4 (L4).

In the cat, the striate cortex exhibits a basic periodicity of structure
and function at the scale of about 1 mm. This organization is
manifested both in terms of the center-to-center distance of isoorien-
tation bands (Kisvarday and Eysel 1993; Kisvarday et al. 1997; Lowel
et al. 1987) and in terms of the average separation of neighboring
axonal termination patches in supragranular layers (Kisvarday and
Eysel 1992). To constrain our model, we assume that an area of
roughly 1.0 mm2 forms a basic macrounit in the striate cortical mosaic
array. Vp is scaled to span 64 (8 ! 8) such macrounits. Therefore Vp
corresponds to approximately 0.8 cm2 of striate cortical surface and
spans a monocular patch of 8 ! 8° in the parafoveal visual field. Each
macrounit in the model contains discrete groups of orientation selec-
tive cells. In the present model, 2 groups of cells selective for vertical
and horizontal oriented input represent a simplified version of the X
pathway for one eye.

Figure 2 shows the detailed orientation-selective, feedforward, and
feedback circuitry for one horizontally selective and one vertically
selective macrounit. Each topographic location (topographic element)

FIG. 1. Schematic of the thalamocortical model. Primary thalamocortical circuit (left) including a 3-layered primary visual cortical area (Vp), reticular nucleus
(Rp), and dorsal thalamus (Tp) and secondary visual area Vs (with its associated thalamic sectors Rs and Ts) (right). Visual inputs (left), including spontaneous
random optic nerve firing, excite inhibitory (black) and excitatory (white) neurons in the primary thalamus (Tp). (1) Thalamocortical loops: excitatory Tp and
Ts neurons project to L4 (corresponding to cortical layer 4) and L5–6 (corresponding to infragranular layers 5–6) cortical neurons and by collaterals to Rp and
Rs (corresponding to the reticular nucleus of the thalamus). (2) Reticular nucleus networks: Rp and Rs neurons are part of a dense inhibitory network that sends
diffuse inhibitory projections to thalamocortical neurons in Tp and Ts. (3) Cortical interlaminar (vertical) loops: columnar projections are made from L4 to L2–3
(corresponding to supragranular layers 2–3), from L2–3 to L5–6, and from L5–6 back to L4 and L2–3. (4) Cortical intralaminar (horizontal) connections: each
layer contains excitatory projections (shown only for L2–3 in Vp) forming connections between patches of cells with similar response selectivity (for horizontal
or vertical bars). (5) Interareal corticocortical loops: forward projections from L2–3 of Vp to L4 of Vs; backward projections from L5–6 of Vs to L2–3 of Vp.
(6) Excitatory projections from L5–6 to thalamocortical neurons in Ts. (7) Diffuse neuromodulatory systems project throughout the entire thalamocortical
network [corresponding to influences of acetylcholine (ACh), norepinephrine (noradrenaline, NA), 5-hydroxytryptamine (5-HT), etc.]. Not drawn to scale.
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in the model cortex is considered to correspond to a cortical column,
which is represented by 9 model neurons (2 excitatory and 1 inhibi-
tory for each of the 3 layers). All topographic elements in Vp are
organized in maps of 40 ! 40 elements for each of the 2 modeled
orientation selectivities (horizontal and vertical). Orientation selectiv-
ity is achieved by the convergence of afferents from an oriented
rectangular region in Tp onto individual cortical cells in L4 and L5–6.
The subdivision of the modeled cortical areas in elements spanning all
layers reflects the developmental, anatomical, and physiological evi-
dence for a basic columnar organization of neocortex (Gilbert 1993;
Mountcastle 1997, 1957; Rakic 1995).

Assuming that different selectivities are mapped onto nonoverlapping
pieces of cortex, and that there are about 62,000 neurons beneath 1 mm2

of cortical surface in area 17 (Beaulieu and Colonnier 1983), each
topographic element corresponds to a cortical column with a surface area
of 1,454 !m2 and containing approximately 94 neurons. Because we
explicitly model only 9 cells for each topographic element, each modeled
cell represents the activity of approximately 10 cortical neurons, making
the topographical elements in the model comparable to the basic cortical
modules proposed by Peters and Payne (1993). Although the ratio of
modeled excitatory/inhibitory cells (66%/33%) is not exactly the same as
that observed in vivo (about 80%/20%) because of computational con-
siderations, the observed ratio of excitatory/inhibitory synapses is main-
tained (see following text).

SECONDARY CORTICAL AREA. The secondary visual area (Vs) cor-
responds to an extrastriate area located along the ventral occipitotem-
poral pathway. Although Vs does not represent in detail any particular
region of visual cortex, we use area 21 in the cat as a reference, which
is the presumed homolog of cortical area V4 in the monkey (Payne
1993). Vs is assumed to be about half the size of Vp [in the monkey,

V1 is 1,120 mm2 and V4 is 540 mm2 (Felleman and Van Essen
1991)]. In the model, Versus is based on some general properties
associated with extrastriate areas (e.g., an enlargement of receptive
fields) and with termination patterns of “forward” and “backward”
corticocortical projections (Felleman and Van Essen 1991; Van Essen
et al. 1992). Vs contains neurons that are selective for either vertical
lines, horizontal lines, or line crossings, organized in a coarse topo-
graphic map. For each of its 3 selectivities, Vs has a map of 30 ! 30
elements (for a total of 24,300 model neurons) as compared with the
40 ! 40 (totaling 28,800 model neurons) elements in Vp.

THALAMIC SECTORS. According to Peters and Payne (1993), there is
a rough correspondence between the number of X-cells in the lateral
geniculate nucleus (LGN) and the number of basic cortical modules in
area 17. We therefore model a geniculate map (Tp) composed of the
same number of elements (40 ! 40) as Vp. Each element of Tp
contains 2 modeled neurons that correspond respectively to an X-relay
cell and to an inhibitory interneuron. For simplicity of implementa-
tion, only the ON-portion of thalamic receptive fields is modeled. The
secondary thalamic map (Ts) has 30 ! 30 elements and its visuotopic
arrangement has a much lower spatial resolution than that of Tp. Two
sectors of the reticular nucleus, primary perigeniculate (Rp) and
secondary higher-order (Rs), are modeled respectively as a 40 ! 40
and a 30 ! 30 map of inhibitory neurons.

Connectivity

In constructing the model, special emphasis was placed on the
incorporation of realistic network properties, such as the spread and
relative proportions of the various sets of connections composing the
intra- and interregional thalamocortical circuitry. Specific patterns of

FIG. 2. Schematic of modeled orientation-selective recep-
tive fields, feedforward and feedback projections. Feedforward
connections start with visual input to the elements of the model
thalamus (Tp). Each topographic element in Tp contains one
excitatory (white circle) and one inhibitory (black circle) neu-
ron. Rp contains one inhibitory cell per topographic element.
Each topographic element in layers L5–6, L4, and L2–3 con-
sists of 2 excitatory and one inhibitory cell. Excitatory cells in
Tp project to inhibitory cells in Rp and both excitatory and
inhibitory cells in L4 and L5–6. Orientation selectivity is
achieved by the convergence of afferents from an oriented
rectangular region in Tp onto individual cortical cells in L4 and
L5–6. All excitatory cells in L4 and L5–6 receive oriented
input from Tp. Red marks the receptive field and projection
patterns for a cortical cell selective for horizontal input. Blue
marks the receptive field and projection patterns for a cortical
excitatory cell selective for vertical input. Feedback connec-
tions (shown in green) show the projection pattern from L2–3 to
L5–6, and from L5–6 to Rp and Tp. These connections are
present for both horizontally and vertically selective cells.
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Partially Aggregated CPTs
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Fully Aggregated CPTs
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ConnPlotter: AutoMagic CPTs

I Python package
I Flexible generation of CPTs
I CPTs built from NEST Topology network specifications
I Use same code to build and draw models!
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Example: Simple network
modelList = [(’poisson_generator’, ’P’, {’rate’: 10.0}),

(’iaf_neuron’, ’E’, {’C_m’: 200.0}),
(’iaf_neuron’, ’I’, {’C_m’: 150.0})]

layerList = [(’IG’, {’columns’: 40, ’rows’: 40,
’extent’: [1.0, 1.0],
’elements’: ’P’}),

(’RG’, {’columns’: 40, ..., ’elements’: [’E’, ’I’]})]

connectList = [
(’IG’, ’RG’,
modCopy(common, {’connection_type’: ’divergent’,

’synapse_model’ : ’static_synapse’,
’targets’: {’model’: ’E’},
’mask’ : {’circular’: {’radius’: 0.2}},
’kernel’ : 0.8,
’weights’: 2.0,
’delays’ : 1.0})),

... ]
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Drawing the CPTs

import ConnPlotter as cpl
s_cp = cpl.ConnectionPattern(layerList, connectList)
s_cp.plot()
s_cp.plot(normalize=True)
s_cp.plot(mode=’layer’)
s_cp.plot(mode=’totals’)
s_cp.plot(mode=’totals’, normalize=True)
s_cp.plot(file=’mycpt.eps’)

cpt = cpl.ConnectionPattern(layerList, connectList,
synTypes = ( ( cpl.SynType(’AMPA’, 1, ’red’ ),

cpl.SynType(’NMDA’, 1, ’green’ ) ),
( cpl.SynType(’Dopa’, 0.5, ’orange’),
cpl.SynType(’Sero’, 0.2, ’brown’ ) ) ) )
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Creating the network

for model in modelList:
nest.CopyModel(model[0], model[1], model[2])

for layer in layerList:
exec ’%s = topo.CreateLayer(layer[1])’ % layer[0]

for conn in connectList:
exec ’topo.ConnectLayer(%s,%s,conn[2])’ \

% (conn[0], conn[1])
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Perspectives

I Not all kernels (even in NEST Topology) supported
right now

I Non-square populations don’t work 100% yet
I Non-centered projections not implemented
I Ignores boundary conditions
I Must become compatible with PyNN
I Do you like CPTs?
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Collaborators
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