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6 Experiments

and they receive independent external Poisson-type input spike trains, thereby mimicking
cortical background activity.

The probabilities pxy ∈ {pee, pei, pie, pii} determine if a synapse from a neuron of type x
to another neuron of type y is created, where e stands for excitatory and i for inhibitory.
The parameters gxy ∈ {gee, gei, gie, gii} denote the corresponding synaptic weights, i.e. the
amplitudes of the quantal conductance increases as a response to spikes arriving at these
synapses(see Section 2.1.2). In the following, the probabilities for connections from neurons
of the same type get the same value: pi ≡ pii = pie and pe ≡ pee = pei. The same accounts for
the corresponding synaptic weights: gi ≡ gii = gie and ge ≡ gee = gei.

Next is the number of externally generated Poisson processes used to activate the neurons,
pext is the probability for spike sources to get connected to any neuron within the network.
The corresponding synaptic weights of these purely excitatory stimulus synapses is gext, and
every process fires with a spike rate of νext.

Figure 6.10 shows a schematic diagram of the described network architecture. The complete
set of applied parameter values is listed in Section 6.2.1. Some value choices are determined
by constraints imposed by the hardware system – they will be motivated in the following
paragraph.
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Figure 6.10: Schematic diagram of the network architecture. Ne and Ni are the numbers of excitatory
and inhibitory neurons, respectively. The labels pxy ∈ {pee, pei, pie, pii} for each arrow indicate the
probability of making a synapse of a neuron of type x onto a neuron of type y, where e stands for
excitatory and i for inhibitory. Next is the number of externally generated Poisson processes used to
activate the neurons, pext is the probability for every possible stimulus-to-neuron connection to be
established.

Realization on the Hardware Substrate

The networks studied in (Brunel, 2000; Kumar et al., 2008) consist of up to 105 neurons,
which is a realistic size for approximately 1mm3 of mammalian cortex. Due to architectural
constraints of the utilized neuromorphic hardware system, a network size in that range is not
realizable (see Section 2.1): On an FHW-1 chip, the largest set of neurons with a connectivity
structure flexible enough for the kind of experiments presented here is a so-called network
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(a) Hardware: Firing Rate νnet (b) NEST: Firing Rate νnet

(c) Hardware: Irregularity CV2 (d) NEST: Irregularity CV2

(e) Hardware: Synchrony CCSync (f) NEST: Synchrony CCSync

Figure 6.13: Statistical activity measures for a recurrent network of excitatory and inhibitory neuron
as a function of the externally applied stimulus frequency νext and the strength gi of the inhibitory
feedback synapses. The left column shows results acquired with the FHW-1 system, the right column
represents NEST simulations. Sub-figures (a) and (b) plot the average output firing rates νnet, sub-
figures (c) and (d) plot the irregularity measure CV2, sub-figures (e) and (f) plot the synchrony
measure CCSync. The white cross and plus symbols drawn in the lower four sub-figures indicate the
parameters for which the network activity is analyzed in more detail (see following section). The upper
limit of the color code does not necessarily represent the maximum value within a diagram, i.e. the
color black denotes a value equal to that limit or larger. For every presented NEST data point, the
determined standard error of mean is 10% of the plotted mean value or less. For the hardware data
points, the same upper limit is true for all data points with an output firing rate of νnet ≤ 1 Hz (BTD).
For lower output rates, erroneous ghost events generated by the chip (see Section 4.3.12) result in
relative standard errors of mean of up to 40%.
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6 Experiments

Figure 6.16: Schematic of a self-stabilizing network architecture inspired by Sussillo et al., 2007.
Two populations of neurons, an excitatory (white circle) and an inhibitory one (black circle), receive
externally generated input via static synapses. All network-internal synapses are dynamic: The intra-
population connections are depressing, the inter-population connections are facilitating. The possible
activity-balancing features arising from this are explained in the main text.

In the case of a weakened external stimulation, an analog consideration reveals that the
activity in the excitatory population will be amplified, while the activity in the inhibitory
population is damped.

The authors of Sussillo et al., 2007 show theoretically and with software simulations, that
if the parameters of all synaptic connections within such an architecture are appropriately
chosen, the network exhibits a low total firing rate νnet that is very stable against changes in
the external stimulation frequency.

Software Simulation Study

The simulated networks presented in Sussillo et al., 2007 consist of 5000 neurons, though,
and all synapses exhibit a both facilitating and depressing behavior (Tsodyks and Markram,
1997). For the proposed network architecture, the maximum number of neurons that can
be realized is 192, and every synapse can only be facilitating, depressing or static. Hence,
Johannes Bill and Klaus Schuch tested the dynamics of such small and simplified architectures
with the PCSIM software simulator (see Section 3.1.4) in order to prove that the same self-
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(a) Static synapses.
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(b) Dynamic synapses.

Figure 6.19: Hardware Realization: Total network firing rate as a function of the resting potential
Vrest of all network neurons and of the stimulation strength factor fstim. The two sub-plots have been
acquired with different versions of the network architecture described in the main text: (a) Case
C, strong recurrent connections, all synapses are static. (b) Case D, strong recurrent connections,
the internal synapses are dynamic according to Figure 6.16. The network shown in (a) exhibits a
strong sensitivity to the external stimulation (note the different color code). For nearly all considered
parameter sets, the firing activity saturates at an upper limit of νmax ≈ 200 Hz (BTD). The variant
(b) exhibits a almost stable output firing rates of approximately 15 Hz (BTD) for most of the scanned
parameter space. Only for cases of weak stimulation and a low resting potential (lower left corner),
the output firing rate is significantly lower.

dynamic synapses (sub-figure (b)) exhibits a stable rate of νnet ≈ 15Hz (BTD) for most of the
covered parameter space.

In Figure 6.20, the same firing rates like in Figure 6.19 are plotted, although this time not
as a function of Vrest and fstim, but rather versus the firing rate standard deviation over the 20
runs that are acquired per parameter set. This is done for both the static and the dynamic
synapse setups. The plot illustrates that for the dynamic architecture (grey triangles) not only
the mean firing rate over multiple repetitions is remarkably stable, but that such networks
also exhibit a high output rate robustness against varying random connections and stimuli
based on the same statistics. The absolute variations from run to run are much larger in the
case of the static architecture.

Conclusions Drawn From This Section

It can be concluded that the short-term plasticity features implemented in the FHW-1 system
provide a possibility to stabilize network dynamics against variations in both the applied
stimulation intensity and the responsiveness of the utilized neurons. This can be used to
minimize the distorting effects of unwanted hardware-specific variations e.g. in the firing
sensitivity of the neuron circuits (see Section 5.2.5). The realization of the described self-
balancing paradigm on the hardware system revealed a variety of technical difficulties and
problems (see e.g. Section 4.3.10), the most of which still have to be solved. How much
information processing properties are left in such a modulated network remains an open
question. This has to be investigated in further studies.
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6.2 Exploring Network Architectures
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(a) Case A: Internal synapses static and weak.
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(b) Case B: Internal synapses dynamic and weak.
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(c) Case C: Internal synapses static and strong.
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(d) Case D: Internal synapses dynamic and strong.

Figure 6.17: PCSIM Simulation: Total network firing rate as a function of the resting potential
Vrest of all network neurons and of the stimulation strength factor fstim. The four sub-plots have
been acquired with different versions of the network architecture described in the main text: (a) Case
A, weak recurrent connections, all synapses are static. (b) Case B, weak recurrent connections, the
internal synapses are depressing and facilitating according to Figure 6.16. (c) Case C, strong recurrent
connections, all synapses are static. (d) Case D, strong recurrent connections, the internal synapses
are dynamic according to Figure 6.16. The firing rates in (a) and (b) are strongly determined by Vrest

and fstim. The network shown in (c) exhibits an even increased sensitivity to the external stimulation
(note the different color code). The variant (d) exhibits almost stable output firing rates for most of
the scanned parameter space. Only for cases of weak stimulation and a low resting potential (lower
left corner), the output firing rate is significantly lower.
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